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Abstract

As devices are reduced in size, interfaces start to dominate electrical transport making it

essential to be able to describe reliably how they transmit and reflect electrons. Wave func-

tion matching (WFM) is a transparent technique for calculating transmission and reflection

matrices suitable for any Hamiltonian that can be represented in tight-binding form. A first-

principles Kohn-Sham Hamiltonian represented on a localized orbital basis or on a real space

grid has such a form. WFM is based upon direct matching of the scattering-region wave

function to the Bloch modes of the leads. In this paper we give a pedagogical introduction to

WFM. We briefly discuss WFM for calculating the conductance of atomic wires, using a real

space grid implementation. A tight-binding muffin-tin orbital implementation very suitable

for studying spin-dependent transport in layered magnetic materials is illustrated by looking

at spin-dependent transmission through ideal and disordered interfaces.

1 Calculating the scattering matrix from first principles

Various methods have been developed for calculating the transmission of electrons through an interface

(or a more extended scattering region) from first principles [1–15], or using as input electronic structures

which were calculated from first principles [16–22]. Most are based upon a formulation for the conductance

in terms of non-equilibrium Green’s functions (NEGF) [23] which reduces in the appropriate limit to the

well known Fisher-Lee linear-response form [24] for the conductance of a finite disordered wire embedded

between crystalline leads. An alternative technique, suitable for Hamiltonians that can be represented in

tight-binding form, has been formulated by Ando [25] and is based upon direct matching of the scattering-
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region wave function to the Bloch modes of the leads1. A third approach based upon “embedding” [28,29]

has been combined with full-potential linearized augmented plane wave method to yield what is probably

the most accurate scheme to date [11, 12] but is numerically very demanding.

Our main purpose is to outline a scheme suitable for studying microscopic transport in the linear response

regime in inhomogeneous, mainly layered, materials which is physically transparent and first-principles,

i.e., requiring no free parameters. Landauer and Büttiker formulated the problem of electronic transport

in terms of scattering matrices where the transmission matrix element tn,m is the probability amplitude

that a state |n〉 in the left-hand lead incident on the scattering region from the left (see Fig. 1) is scattered

into a state |m〉 in the right-hand lead. The conductance G = dI/dV |V =0 in the linear response regime

is given by

G =
e2

h

∑

n,m

|tn,m|2. (1)

The Landauer-Büttiker approach is intuitively very appealing because wave transport through interfaces

is so naturally described in terms of transmission and reflection. Usually, explicit calculation of the

scattering states is avoided by making use of the invariance properties of the trace in Eq. 1 to calculate the

conductance directly from Green functions expressed in some convenient localized orbital representation

[23]. However, we want to make contact with the large body of theoretical literature on mesoscopic

physics [30, 31] which requires calculation of the full microscopic transmission and reflection matrices

and make use of the explicit knowledge of the scattering states to analyze our numerical results. Our

requirement of physical transparency is satisfied by choosing a computational scheme which yields the

full scattering matrix and not just the conductance.

Any workable first-principles scheme is at present based upon an independent particle approximation.

An extremely successful framework for calculating ground state properties of a wide variety of materials

is Density Functional Theory (DFT) using functionals based upon the Local Density Approximation

(LDA) or the Generalized Gradient Approximation (GGA). DFT/LDA or GGA calculations and their

spin-polarized versions yield a charge (spin) density in all space as well as a Kohn-Sham effective potential.

We assume that the latter can be used in describing the electron transport within the Landauer-Büttiker

formalism in the linear response regime. This then satisfies our requirement of introducing no free

parameters.

To calculate transmission and reflection matrices from first principles, we combined the wave-function

matching (WFM) formalism described by Ando [25] for an empirical tight-binding Hamiltonian, with an

ab-initio tight-binding Hamiltonian. A version of this method has been implemented for a real-space grid,

using a high order finite difference scheme. It has been applied to the calculation of the conductance of

atomic wires [15, 32]. Another implementation is based upon a representation on an ab-initio TB-MTO

basis [7,33,34]. The method which results, was applied to a number of problems of current interest in spin-

transport: to the calculation of spin-dependent interface resistances where interface disorder was modeled

by means of large lateral supercells [7,35]; to the first principles calculation of the spin mixing conductance

parameter entering theories with non-collinear magnetizations, relevant for the spin-transfer torque [36]

and the related problem of Gilbert damping enhancement in the presence of interfaces [37]; to a general-

ized scattering formulation of the suppression of Andreev scattering at a ferromagnetic|superconducting

interface [38]; to the problem of how spin-dependent interface resistances influence spin injection from a

metallic ferromagnet into a III–V semiconductor [39–41] and to the influence of roughness and disorder

on tunneling magnetoresistance [42].

In this section we give a general exposé of the wave-function matching method. In Sec. 2 we will discuss

an application to atomic wires based upon a real space grid implementation. Applications to (magnetic)

1The relationship between the wave function matching (WFM) [25] and Green function [23,24] approaches is

not immediately obvious. It was suggested recently that WFM was incomplete [26] but the complete equivalence

of the two approaches could be proven [27].
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Figure 1: Sketch of the configuration used in the Landauer-Büttiker transport formulation to

calculate the two terminal conductance. A (shaded) scattering region (S) is sandwiched by

left- (L) and right-hand (R) leads which have translational symmetry and are partitioned into

principal layers perpendicular to the transport direction. The scattering region contains N

principal layers but the structure and chemical composition are in principle arbitrary.

interfaces based upon a TB-MTO implementation are discussed in Sec. 3.

1.1 Formalism

In layered structures Bloch translational symmetry is broken so that the Kohn-Sham equations have to

be solved for the infinite system represented by Fig. 1. This problem is reduced to finite size by replacing

the semi-infinite leads by appropriate energy dependent boundary conditions as represented by Fig. 2.

This can be achieved by the wave-function matching (WFM) method for calculating the transmission

and reflection matrices due to Ando [25]. In the next sections we will give a very simple, pedagogical

introduction to this method. We restrict ourselves to the linear response regime. The full details of the

formalism and of the implementations can be found in Refs. [15, 27, 34]

1.1.1 Wave function matching in one dimension

The essence of WFM can be explained at an introductory quantum mechanics level. We start from Fig.

3, which represents a one-dimensional potential barrier with constant potentials in the leads (the left and

right regions). We discretize the Schrödinger equation and approximate the second derivative by a first

order finite difference expression.

Eψi +
~

2

2m

{
(ψi+1 − ψi) − (ψi − ψi−1)

∆2

}
− Viψi = 0, (2)

where ψi and Vi are shorthand notations for ψ(xi) and V (xi), and ∆ = xi+1−xi (the grid is equidistant).

In a scattering problem i runs from −∞ to ∞, leading to an infinite number of equations. This is awkward

and unnecessary, since the scattering potential is localized in space, i.e. V (x) differs from a constant only

for x1 ≤ x ≤ xN . For the left and right regions, x < x1 and x > xN , the solutions to the Schrödinger

equation are simple plane waves, see Fig. 3, with

kL =

√
2m(E − VL)

~
; kR =

√
2m(E − VR)

~
. (3)

To obtain a full solution of the Schrödinger equation, we only need to match these “modes” to the wave

function in the region of the potential barrier (the scattering region).
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Figure 2: The semi-infinite leads and corresponding Hamiltonian problem with an infinite num-

ber of layers from Fig. 1 is replaced by finite leads and an effective Hamiltonian. The effective

Hamiltonian is simply constructed by adding the energy-dependent self-energies ΣL and ΣR to

the H0,0 and HN+1,N+1 Hamiltonian blocks, respectively, where the indices are principal layer

indices. The lead atoms modified by the self energy are depicted as squares. The left and right

self-energies are constructed in terms of generalized Bloch matrices and blocks of lead hopping

matrices for the left-hand and right-hand leads, respectively.

Figure 3: Discretization of a potential barrier. An equidistant grid is applied with ∆ = xi+1−xi.

The potential is different from a constant for x1 ≤ x ≤ xN . The coupling to the left and right

regions (the leads) can be included by extending the grid by two points, which defines the

boundary zones, indicated in gray.
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The finite difference Schrödinger equation for i = 0 is

Eψ0 +
~

2

2m∆2
{ψ1 − 2ψ0 + ψ−1} − V0ψ0 = 0. (4)

We set x0 = 0. For x < 0 the wave function has the form ψ(x) = AeikLx +Be−ikLx, so

ψ−1 = Ae−ikL∆ +BeikL∆ = Ae−ikL∆ + (ψ0 −A) eikL∆, (5)

since the wave function is continuous at x = 0. In a scattering problem we assume that we have set the

incoming wave, so A is fixed. Eq. 4 is rewritten as

Eψ0 +
~

2

2m∆2

{
ψ1 − 2ψ0 + eikL∆ψ0

}
− V0ψ0 =

~
2

2m∆2
A
{
eikL∆ − e−ikL∆

}
. (6)

The term on the left-hand side only contains ψi with i ≥ 0, and the terms on the right-hand side can be

considered as a source term. This manipulation takes care of the left boundary.

For the right boundary we use a similar trick. For i = N + 1 we have

EψN+1 +
~

2

2m∆2
{ψN+2 − 2ψN+1 + ψN} − VN+1ψN+1 = 0. (7)

Using

ψN+2 = FeikR(N+2)∆ = ψN+1e
ikR∆ (8)

one obtains

EψN+1 +
~

2

2m∆2

{
ψN+1e

ikR∆ − 2ψN+1 + ψN

}
− VN+1ψN+1 = 0. (9)

In Eq. 8 we have assumed only a transmitted wave on the right and no incoming wave. The term on

the left-hand side of Eq. 9 contains only ψi with i ≤ N + 1. This manipulation takes care of the right

boundary.

For i = 1, . . . , N we use Eq. 2 in unaltered form. Collecting Eqs. 2, 6 and 9 the scattering problem can

be written as

(EI − H′)ψ = q. (10)

Here ψ is a vector containing the coefficients ψi; i = 0, . . . , N + 1; q is the “source” vector of length

N + 2. Only its first coefficient is nonzero

q0 =
~

2

2m∆2
A
{
eik∆ − e−ik∆

}
. (11)

H′ is the (N + 2) × (N + 2) Hamiltonian matrix. It is tridiagonal with most of its elements identical to

those of the original finite difference Hamiltonian

H ′
i,i+1 = H ′

i,i−1 = − ~
2

2m∆2
, (12)

H ′
i,i = − ~

2

m∆2
+ Vi, (13)

except for the first and the last diagonal elements, which are modified to

H ′
0,0 = − ~

2

m∆2
+ V0 + ΣL(E),

H ′
N+1,N+1 = − ~

2

m∆2
+ VN+1 + ΣR(E), (14)

with

ΣL(E) = − ~
2

2m∆2
eikL∆,

ΣR(E) = − ~
2

2m∆2
eikR∆. (15)
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In Green function jargon ΣL/R(E) are called the self-energies of the left and right leads. They take care of

the coupling of the potential barrier to the outer regions, and contain all the required information about

the outer regions. The self-energy depends upon the energy of the incoming and scattered waves through

Eq. 3. Whereas Eq. 2 represents an infinite dimensional problem, we have reduced it to a finite, N + 2

dimensional problem, Eq. 10. It can be solved using standard algorithms for solving linear equations,

such as Gaussian elimination. In this case it is particularly simple, since the matrix is tridiagonal.

Once Eq. 10 is solved, it remains to extract the transmission and reflection amplitudes. The transmission

amplitude is given by the wave function on the right side of the barrier, normalized to the amplitude of

the incoming wave, and (flux) normalized with the velocities to obtain a unitary scattering matrix [43]

t =

√
vR

vL

ψN+1

A
. (16)

The reflection amplitude is similarly determined from the wave function on the left side minus the

incoming wave, normalized to the incoming wave

r =
ψ0 −A

A
. (17)

Some care should be taken in determining the velocities. Since we have discretized the Schrödinger

equation, it is consistent to discretize the expression for the current in a similar way

J =
i~

2m

(
ψi

ψ∗
i+1 − ψ∗

i

∆
− ψ∗

i

ψi+1 − ψi

∆

)
. (18)

For a simple plane wave Aeikx this expression gives

J =
i~ |A|2
2m∆

(
e−ik∆ − eik∆

)
,

Since J is particle density |A|2 times velocity v, one obtains

v =
i~

2m∆

(
e−ik∆ − eik∆

)
. (19)

The source term, Eq. 11, can then be simplified to

q0 =
i~A

∆
vL. (20)

From Eqs. 19 and 15 one can relate the velocity to the self-energy

vL/R = −2∆

~
ImΣL/R(E). (21)

Green function expressions

Using Green functions these results can be put into a very compact, albeit somewhat obscure, form. One

can define a Green function matrix by

G(E)= (EI − H′)
−1
. (22)

It has dimensions N + 2, like the modified Hamiltonian matrix H′. One can also define the infinite

dimensional retarded Green function matrix related to the original infinite dimensional Hamiltonian

Gr(E)= [(E + iη)I − H]−1 , (23)

where η is (real, positive) infinitesimal. For z a complex number in the lower half plane, the matrix

elements of G(z) and Gr(z) in the scattering region are identical [43]. Note that H′ is non-Hermitian,

because the self-energy Σ is complex, see Eqs. 14 and 15. One can show that the eigenvalues of H′ are
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Figure 4: Top: atomic chain. The leads (left and right region) are periodic chains of identi-

cal atoms. The middle region contains different atoms and/or disorder. Bottom: schematic

representation of the potential along the chain.

not real and lie in the upper half complex plane. Thus G(E) is a well-defined quantity for real energies

E. By construction it has the retarded boundary condition build into it and one does not need the usual

+iη trick.

The definition of G allows us to write

ψN+1 = GN+1,0(E)q0, (24)

see Eq. 10. Eqs. 16, 20 and 24 then lead to a compact Fisher-Lee expression for the transmission

amplitude [24]

t =
i~

∆

√
vRvL GN+1,0(E), (25)

which relates matrix elements of the scattering matrix to matrix elements of the Green function. Using

Eq. 21 we can write

t = 2i
√
− ImΣR GN+1,0(E)

√
− ImΣL, (26)

which allows the transmission coefficient to be written as

T = t∗t = 4(ImΣR)Gr
N+1,0(ImΣL)Ga

0,N+1, (27)

with all quantities evaluated at a fixed energy E, and Ga = [Gr]
†

the advanced Green-function matrix.

Eq. 27 is known as the Caroli expression [23]. Its generalization to finite bias, i.e. to the non-linear

response regime, is also known as the non-equilibrium Green function or NEGF expression.

1.1.2 Tight binding

Wave function matching can be extended straightforwardly to LCAO (linear combinations of atomic

orbitals) and tight-binding (TB: nearest-neighbour interactions only) Hamiltonians. We illustrate this in

one dimension for the atomic wire sketched in Fig. 4.

In the LCAO approximation, wave functions are expanded in a basis set of fixed atomic orbitals ψ(x) =∑
i ciχi(x −Xi),where Xi denote the positions of the atoms. The wave function is then represented by

the column vector of the coefficients

ψ =




...

ci−1

ci

ci+1

...




. (28)
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Figure 5: Nearest neighbor tight-binding model of an atomic chain. The periodic left and right

regions are characterized by the on-site and hopping matrix elements hL/R and βL/R. The

scattering region has site dependent matrix elements hi and βi.

Since we solve a scattering problem, the atomic orbitals cover all space, and the vector has infinite

dimension, i.e. i = −∞, . . . ,∞. The Schrödinger equation becomes

(EI − H)ψ = 0, (29)

with H the Hamiltonian matrix with matrix elements Hi,j = 〈χi|Ĥ|χj〉. To keep things simple we assume

that the atomic orbital basis is orthonormal.2 We use a single atomic orbital per site and we assume

nearest neighbor interactions only (tight-binding). The diagonal elements of H are Hi,i = hi; its off-

diagonal elements are Hi+1,i = βi, Hi,i+1 = β∗
i and all elements Hj,i = 0 for j > i+1 and j < i− 1. The

(Hermitian) Hamiltonian matrix is then

H =




. . . · · · 0 0
... hi−1 β∗

i−1 0 0

0 βi−1 hi β∗
i 0

0 0 βi hi+1

...

0 0 · · · . . .




. (30)

None of these approximations is essential and the WFM formalism can be made to work for any LCAO

representation; here we just want to keep the notation as simple as possible.

As before, we divide our system into three parts: a left lead, a scattering region, and a right lead. The

left and right leads are crystalline materials with translational symmetry. Matrix elements in the leads

must be site-independent, i.e. hi = hL/R and βi = βL/R for the left/right leads. Only in the scattering

region do we have site-dependent matrix elements. The basic idea is illustrated in Fig. 5.

Ideal lead modes

Writing out Eq. 29 in its components gives

−βi−1ci−1 + (E − hi)ci − β∗
i ci+1 = 0, (31)

with i running from −∞ to ∞. These equations have the same form as the discretized Schrödinger

equation of Eq. 2 if we make the substitutions

ci → ψi ; hi → − ~
2

m∆2
+ Vi ; βi → − ~

2

2m∆2
.

2For non-orthogonal basis sets one introduces an overlap matrix S, with matrix elements Si,j = 〈χi|χj〉, and

replaces I by S.
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As before, the scattering problem is solved by WFM. First we have to find the modes of the ideal leads.

For sites i in the left lead the matrix elements are site independent and Eq. 31 becomes

−βLci−1 + (E − hL)ci − β∗
Lci+1 = 0. (32)

This equation has the same form as a discretized Schrödinger equation for a particle in a constant

potential, so the solutions are discretized plane waves, i.e.

cn = AeikLnaL , (33)

where the distance between the atoms aL is the “discretization step”. The same holds for the right lead,

replacing the subscript L by R.

One could derive this in a somewhat more formal way. As a consequence of the Bloch-Floquet theorem

the functions in consecutive cells of a periodic system are related by a constant amplitude/phase factor

λ, i.e.

if ci−1 = c then ci = λc and ci+1 = λ2c. (34)

Assuming for simplicity that β is real, Eq. 32 gives

−β + (E − h)λ− βλ2 = 0 ⇒ (35)

λ =
E − h

2β
±
[(

E − h

2β

)2

− 1

] 1

2

,

where you add the subscript L/R for the left and right leads. The roots λ can be given a more familiar

form. For
∣∣∣E−h

2β

∣∣∣ ≤ 1 we define a wave number k by3

cos(ka) =
E − h

2β
, (36)

which leads to the simple form

λ± = e±ika, (37)

i.e. the familiar form of the Bloch factor. Using Eq. 34 recursively, i.e. cn = λnc0, then leads to Eq. 33,

with A = c0. It describes propagating waves, with λ+ a wave propagating to the right, and λ− a wave

propagating to the left.

For
∣∣∣E−h

2β

∣∣∣ > 1 one can define κ by

cosh(κa) =

∣∣∣∣
E − h

2β

∣∣∣∣ , (38)

and obtain

λ± = +e∓κa if
E − h

2β
> 1;

λ± = −e∓κa if
E − h

2β
< −1. (39)

Both these cases describe waves that decay either to the right or to the left, i.e. evanescent waves. They

are not acceptable as solutions to the one-dimensional Schrödinger equation since one cannot normalize

them. However, we have a use for them in three-dimensional problems, as we will see later on.

Wave function matching

Having obtained the modes of the ideal leads, we match them to the scattering region, where the matrix

elements hi and βi in Eq. 31 are site dependent. We assume that the scattering region is localized in

3E(k) = h+2β cos ka is of course the dispersion relation of a 1D s-band in the nearest neighbour tight-binding

model.
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space, so i runs from 1 to N . The procedure we have used to solve the discretized Schrödinger problem

in Sec. 1.1.1 can be copied with only small modifications. Using Eq. 37, Eqs. 5 and 8 read4

c−1 = Aλ−1
L,+ +Bλ−1

L,− = Aλ−1
L,+ + (c0 −A)λ−1

L,−; (40)

cN+2 = cN+1λR,+.

Eq. 40 can be used to substitute Eq. 29 by

(EI − H′)ψ = q, (41)

similar to Eq. 10. ψ is a finite dimensional vector that contains the coefficients ci in the scattering region

plus those in the two boundaries, i.e. i = 0, . . . , N + 1. q is the “source” vector of length N + 2, whose

coefficients are zero, except the first one

q0 = βLA
{
λ−1

L,− − λ−1
L,+

}
. (42)

H′ is a finite (N + 2) × (N + 2) Hamiltonian matrix. All its matrix elements are identical to that of

the original Hamiltonian matrix, Eq. 30, except for the first and the last diagonal element, which are

modified to

H ′
0,0 = h0 + ΣL(E);

H ′
N+1,N+1 = hN+1 + ΣR(E), (43)

with

ΣL(E) = βLλ
−1
L,−;

ΣR(E) = βRλR,+. (44)

These “self-energies” contain all the information concerning the coupling of the scattering region to the

leads. As before, they are complex and energy dependent through Eqs. 36 and 37.

We have replaced an infinite dimensional problem, Eq. 29, by a finite dimensional one, Eq. 41. The

latter has the same form as Eq. 10. Since “the same equations have the same solutions”, the transmission

amplitude of Eq. 16 becomes

t =

√
vR

vL

cN+1

A
(45)

with, as in Eq. 21, the velocities given by

vL/R = −2aL/R

~
ImΣL/R(E). (46)

Using WFM, simple scattering problems with tight-binding Hamiltonians can be solved analytically in a

straightforward way, as illustrated in Refs. [27,32] The Green function expressions given in Sec. 1.1.1 are

also valid for tight-binding Hamiltonians.

1.1.3 Wave function matching in three dimensions

In this section we generalize WFM to problems in three dimensions. We use Landauer’s formula to express

the conductance in terms of the transmission amplitudes tn,m, see Eq. 1. We will see that calculating

transmission amplitudes for scattering in layered systems in three dimensions is conceptually similar to

the one-dimensional case.

4We write ci+n = λn
±ci, where n is an integer (positive or negative), and let the ± indicate waves propagating to

the left and right, respectively. In the one-dimensional case, one always has λ+ = 1/λ−. In the three-dimensional

case, this relation does not necessarily hold. We use a notation that is easily generalized to three dimensions.
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Figure 6: Schematic representation of a tunnel junction. The yellow balls represent atoms

of a metal, the blue balls represent atoms of an insulator. The left and right regions stretch

macroscopically far into the left and right, respectively. The electron waves in the metal are

reflected or transmitted by the insulator in the middle region

As an example we consider the tunnel junction shown in Fig. 6. The principal idea is to divide the

system into layers of atoms, normal to the transport direction. One chooses the layers sufficiently thick

that the Hamiltonian matrix only contains matrix elements that either couple atoms within one layer, or

atoms that are in nearest neighbor layers.5 The Hamiltonian matrix of Eq. 30 becomes

H =




. . . · · · 0 0
... Hi−1 B†

i−1 0 0

0 Bi−1 Hi B†
i 0

0 0 Bi Hi+1

...

0 0 · · · . . .




, (47)

with i = −∞, . . . ,∞. The matrices Hi contain the interactions between atoms within layer i, and Bi

describe the coupling between layers i and i+ 1. Both are N ×N matrices, with N the total number of

atomic orbitals of all atoms in a layer. The scattering region is localized in the layers i = 1, . . . , S. A

schematic representation of the structure of the Hamiltonian is given Fig. 7.6

This representation is valid both for systems with a finite cross section (i.e. wires), and for infinite layered

systems that are periodic along the interfaces. In the latter case N refers to the number of atoms within

the unit cell. k‖ is then a good quantum number and the matrices Hi(k‖) depend on this quantum

number. The exact forms of these matrices are not important here and to simplify the notation we will

omit the quantum number k‖. Moreover, we will use the phrase “wire” to indicate both systems with a

finite cross section and systems with infinite periodic interfaces.

5The formalism can be extended straightforwardly to include interactions of a longer range, but the notation

becomes a bit messy, so we consider only nearest neighbour interactions here.
6Note that the notation has changed slightly here. Now N is the dimension of the basis within one layer, and

S is the number of layers in the scattering region. Sorry about that.
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Figure 7: Hamiltonian of a tunnel junction divided into layers. The transport direction is along

the horizontal. The left (L) and right (R) leads are ideal periodic wires containing the layers

i = −∞, . . . , 0 and i = S+1, . . . ,∞, respectively. The layers i = 1, . . . , S consitute the scattering

region.

The wave function of Eq. 28 is generalized to

ψ =




...

ci−1

ci

ci+1

...




, (48)

where ci is a vector of dimension N . As in Sec. 1.1.2 we divide our system into three parts, with i =

−∞, . . . , 0 corresponding to the left lead (L), i = 1, . . . , S to the scattering region (S) and i = S+1, . . . ,∞
to the right lead (R). Within WFM the scattering problem is again solved in two steps. First the Bloch

modes of the leads are calculated, then these are matched to the scattering region.

Ideal lead modes

The leads are assumed to be ideal wires characterized by a periodic potential. The “principal” layer is

a multiple of the translational period along the wire. By construction, the Hamiltonian matrix for each

layer is identical, i.e. Hi = HL/R and Bi = BL/R for the left/right leads, see Fig. 7. Eq. 32 is generalized

to

−BL/Rci−1 + (E1− HL/R)ci − B†
L/Rci+1 = 0, (49)

with 1 the N ×N identity matrix.7 We make the same ansatz as in Eq. 34, namely that the coefficients

in successive layers are connected by a Bloch factor λ

ci−1 ≡ c ; ci = λc ; ci+1 = λci = λ2c (50)

and get the equation

−Bc + λ(E1 − H)c− λ2B†c = 0, (51)

where the subscripts L/R have been omitted to simplify the notation. We work at a fixed energy E, and

Eq. 51 is a quadratic eigenvalue equation dimension N . The standard trick to solve such an equation is

to define d =λc and convert it into
[(

0 1

−B E1 − H

)
− λ

(
1 0

0 B†

)](
c

d

)
= 0. (52)

This is a generalized linear eigenvalue problem of dimension 2N , which can be solved using standard

numerical techniques.

7For non-orthogonal basis sets one replaces 1 by S, the overlap matrix.
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It can be shown that this equation generally has 2N solutions, which can be divided into N right-going

modes and N left-going modes, labeled by “+” and “−” subscripts as in Eqs. 37 and 39. Right-going

modes are either evanescent waves that are decaying to the right, or waves of constant amplitude that are

propagating to the right, whereas left-going modes are decaying or propagating to the left. In contrast to

the one-dimensional case, we find in three dimensions at a fixed energy in general both evanescent and

propagating modes. We denote the eigenvalues and eigenvectors of Eq. 51 by

λ±,n ; u±,n ; n = 1, . . . , N. (53)

Together these states form a complete basis set. In the following we assume that the vectors u±,n are

normalized. Note however that in general they are not orthogonal. One can easily distinguish right-

from left-going evanescent modes on the basis of their eigenvalues. Right-going evanescent modes have

|λ+,n| < 1 and left-going evanescent modes have |λ−,n| > 1, see Eq. 50. Propagating modes per definition

have |λ±,n| = 1, so here one has to determine the Bloch velocity in the propagation direction and use its

sign to distinguish right from left propagation. One can show that for a tight-binding Hamiltonian, the

general expression for the Bloch velocities becomes

v±,n = −2a

~
Im
[
λ±,nu†

±,nB†u±,n

]
, (54)

where a is the thickness of the layer [27]. In addition one can show that the Bloch velocity is non-zero

only for propagating modes, i.e. evanescent states have a Bloch velocity equal to zero, as one expects on

physical grounds.

Since the eigenvectors are non-orthogonal, it is convenient to define dual vectors ũ±,n by

ũ†
±,nu±,m = δn,m ; u†

±,nũ±,m = δn,m. (55)

Any wave function in the leads can be expressed as a linear combination of the lead modes. This can be

done in a very compact way if we define the two N ×N Bloch matrices for right- and left-going modes

F± =

N∑

n=1

λ±,nu±,nũ†
±,n. (56)

These generalize the Bloch factors of the one-dimensional case, see Eqs. 37 and 39. One can easily

construct powers of Bloch matrices

Fi
± =

N∑

n=1

λi
±,nu±,nũ†

±,n. (57)

This expression is valid for any integer i, positive or negative. A general solution in the leads can now

be expressed by a recursion relation

ci = c+,i + c−,i = Fi−j
+ c+,j + Fi−j

− c−,j . (58)

In a scattering problem one usually fixes the coefficients in one layer by suitable boundary conditions.

Using Eq. 58 one can then determine the solution in all the layers of the leads.

Wave function matching

The recursion relations are used to set up equations that properly match the leads to the scattering

region. The scattering region is defined by the layers i = 1, . . . , S, see Fig. 7. Immediately left of the

scattering regions one has the recursion relation

c−1 = F−1
L,+c+,0 + F−1

L,−c−,0.

Writing c−,0 = c0 − c+,0 one gets

c−1 =
[
F−1

L,+ − F−1
L,−

]
c+,0 + F−1

L,−c0. (59)
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We introduce the scattering boundary condition as follows. The vector c+,0 is treated as the source, i.e.

as the incoming wave from the left lead, e.g. a specific propagating mode of the left lead.

c+,0 = uL,+,m. (60)

Immediately to the right of the scattering region one has

cS+2 = FR,+c+,S+1 + FR,−c−,S+1.

We have no incoming wave from the right lead, i.e. c−,S+1 = 0, so

cS+2 = FR,+cS+1. (61)

Eqs. 59 and 61 can now be used to “simplify” the tight-binding equations

−Bici−1 + (E1 − Hi)ci − B†
ici+1 = 0. (62)

For i = 0 we write

−BLc−1 + (E1− HL)c0 − B†
1c1 = 0 ⇔

(E1 − HL − BLF−1
L,−)c0 − B†

1c1 = BL

[
F−1

L,+ − F−1
L,−

]
uL,+,m. (63)

Likewise for i = S + 1 we write

−BScS + (E1 − HR)cS+1 − B†
RcS+2 = 0 ⇔

−BScS + (E1− HR − B†
RFR,+)cS+1 = 0. (64)

Eq. 62 with i = 1, . . . , S, and Eqs. 63 and 64 are collected

(E1 − H′)ψ = QL,+,m, (65)

with

H′ =




HL + ΣL(E) B†
1 0 0 0

B1
. . . B†

i−1 0 0

0 Bi−1 Hi B†
i 0

0 0 Bi
. . . B†

S

0 0 0 BS HR + ΣR(E)




, (66)

and

ψ =




c0

...

ci

...

cS+1




; QL,+,m =




BL

[
F−1

L,+ − F−1
L,−

]
uL,+,m

...

0
...

0




. (67)

As in Eq. 44 the quantities

ΣL(E) = BLF−1
L,−;

ΣR(E) = B†
RFR,+, (68)

are called the “self-energies” of the left and right leads. They contain all the information about the

coupling of the scattering region to the leads, as well as information on the scattering boundary conditions.

The self-energies depend upon the energy E, since they are expressed in the Bloch matrices and thus

in the lead modes and the latter have been determined at a fixed energy E. The self-energies are non-

Hermitian, which makes the Hamiltonian H′ non-Hermitian. Eq. 65 represents a set of linear equations
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of dimension (S+ 2)×N . These can be solved using common techniques, e.g. Gaussian elimination (LU

decomposition), followed by back substitution. Since the matrix H′ has a block tridiagonal form (with

blocks of dimension N), one can make use of this form to optimize the Gaussian elimination algorithm.

Alternatively, since the matrices are quite sparse, one can make use of special sparse matrix techniques

to solve this problem.

Transmission matrix elements are obtained by expanding the wave function in the right lead into modes

cS+1 =

N∑

n−1

uR,+,nt
′
n,m ⇒ t′n,m = ũ†

R,+,ncS+1 (69)

and (flux) normalize them with the velocities to ensure a unitary scattering matrix,

tn,m =

√
vL,+,m

vR,+,n

aR

aL
ũ†

R,+,ncS+1 (70)

The velocities are calculated from Eq. 54. By lettingm in Eqs. 60 and 67 run over all (propagating) modes

uL,+,m of the left lead, all transmission matrix elements are obtained. This sounds more complicated than

it is. If one uses Gaussian elimination (LU decomposition) to solve Eq. 65 the elimination (decomposition)

step is independent of the source vector QL,+,m. This is the most time consuming algorithmic step. The

source vector only enters in the second algorithmic step, i.e. back substitution, which is much cheaper

and can easily be performed in parallel for the whole set of QL,+,m. Moreover, if one is only interested

in the transmission amplitudes, the back substitution step does not have to be fully completed, since one

only needs the coefficients cS+1. If one uses sparse matrix techniques, it is possible to solve the set of

linear equations in parallel for all source vectors.

Although WFM permits the calculation of amplitudes t′n,m of Eq. 69 between all states n and m, i.e.

propagating and evanescent, only propagating states actually contribute to the transmission. Therefore,

it is possible to restrict n and m to propagating states only. This does not mean that one can throw out

the evanescent states altogether. One needs to include them in properly matching the scattering region

to the leads, cf. Eq. 68. In other words, the Bloch matrices, Eq. 57, need to be constructed from all N

modes, propagating and evanescent. Both of them are needed for a complete basis.

Green function expressions

WFM can be translated into Green function expressions at the cost of loosing some of its transparency [27].

With respect to the Hamiltonian matrix of Eq. 66 a finite Green function matrix can be defined as

G(E) = (E1− H′)−1. (71)

It can be calculated by matrix inversion using essentially the same block Gaussian elimination scheme as

used for solving the set of linear equations, Eq. 65. The matrix H′ is non-Hermitian; its eigenvalues are

not real, so the Green function matrix can be evaluated for real energies.8

With respect to the original infinite Hamiltonian H of Eq. 47 one can define the usual retarded (infinite)

Green function matrix

Gr(E) = [(E + iη)1− H]
−1
, (72)

where one needs the infinitesimal η to avoid the poles on the real axis. One can show that for layers in

the scattering region and limη→0 one has

Gi,j(E) = Gr
i,j(E) ; i, j = 0, . . . , S + 1. (73)

8The exceptions are truly bound states of H
′. These occur at real energies, at which the Green function matrix

has poles. However, these usually occur outside the energy range that is of interest for scattering. At bound state

energies only evanescent modes exist in the leads, so this situation is easily identified in practice.
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In terms of the Green function, the wave function in the scattering region can be written as

ψ = G(E) QL,+,m, (74)

and from Eq. 69 one obtains

tn,m =

√
vL,+,m

vR,+,n

aR

aL
ũ†

R,+,n GS+1,0(E) QL,+,m. (75)

After some manipulation one can obtain a Fisher-Lee expression that generalizes the one-dimensional

expression of Eq. 25

tn,m = i~

√
vR,+,nvL,+,m

aLaR
ũ†

R,+,n GS+1,0(E) ũ′
L,+,m. (76)

The notation becomes a bit messy because the modes uL/R,+,m/n are not orthogonal. If they were

orthogonal, then the expression would contain u†
R,+,nGS+1,0(E)uL,+,m. The transmission amplitude

from mode uL,+,m in the left lead to mode uR,+,n in the right lead is determined by the Green function

matrix that takes you from layer i = 0 to layer i = S + 1, i.e. across the scattering region. Proper

orthogonalization of the modes leads to expressions for ũ†
R,+,n and ũ′

L,+,m. The expressions can be found

in Ref. [27]. The Bloch velocities vL/R,+,m/n make the scattering matrix unitary. Since vL/R,+,m/n 6= 0

only for propagating states, Eq. 76 expresses explicitly that the transmission is zero whenever n or m

describes an evanescent mode. The layer thicknesses aL/R are normalization factors, since our modes are

normalized within a layer.

Most of the Green function expressions we obtained in the one-dimensional case can be generalized to

three dimensions. The velocity of Eq. 21 becomes a velocity matrix

VL/R = −2aL/R

~
ImΣL/R. (77)

The matrix is diagonal and has dimension N (the total number of modes). The diagonal matrix elements

are the mode velocities vL/R,±,n of Eq. 54. Since vL/R,±,n = 0 for evanescent states, the velocity matrices

are in general singular. The transmission amplitudes of Eq. 76 can be collected in a transmission matrix

t

t = 2i
√
− ImΣR GS+1,0(E)

√
− ImΣL, (78)

which generalizes Eq. 26. The total transmission can be expressed as

T = Tr
[
t†t
]

= 4Tr
[
ImΣR Gr

S+1,0(E) ImΣL Ga
0,S+1(E)

]
(79)

which generalizes Eq. 27 and is known as the Caroli expression or the NEGF expression [23].

2 Real space grid implementation: conductance of atomic wires

Application of the WFM technique for solving the scattering problem relies on a real space representation

of the Kohn-Sham Hamiltonian and the wave functions. An efficient implementation based upon a high-

order finite-difference scheme is discussed in Ref. [15]. In general, finite-difference schemes are suitable

for treating systems with little symmetry. They have a computational efficiency that is comparable to

that of plane wave basis set representations [44–47].

Similar to Eq. 2 we put the wave function ψ and the Kohn-Sham one-electron potential V on an equidistant

grid in real space r = (xj , yk, zl), where xj = x0 + jhx, yk = y0 + khy, zl = z0 + lhz and hx, hy, hz are the

grid spacings in the x, y and z directions, respectively. It is computationally advantageous to replace the

first order finite difference approximation (FDA) of Eq. 2 by a more general, high order FDA. For the x

part this gives

∂2ψ(xj , yk, zl)

∂x2
≈ 1

h2
x

N∑

n=−N

cnψ(xj+n, yk, zl), (80)
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Figure 8: (a) The system is divided into cells indicated by an index i. The cells have L ·Wy ·Wz

grid points in the x, y and z directions, respectively. Ψi is the supervector that contains the wave

function values on all grid points in cell i. (b) Hi is the Hamilton matrix connecting grid points

within cell i; the B-matrix connects grid points between neighboring cells and is independent of

i.

with similar expressions for the y and z parts. Expressions for the coefficients cn for various values of

N are tabulated in Ref. [45]. The simplest approximation in Eq. (80) (N = 1, where c1 = c−1 = 1 and

c0 = −2) reduces it to the three-dimensional equivalent of Eq. 2. However, in Ref. [15] it is demonstrated

that the scattering problem can be solved much more efficiently using higher order FDA’s with N = 4-6.

In a FDA the Kohn-Sham equation becomes

(E − Vj,k,l)ψj,k,l +
N∑

n=−N

(txnψj+n,k,l + tynψj,k+n,l + tznψj,k,l+n) = 0, (81)

where V, ψj,k,l is a shorthand notation for V, ψ(xj , yk, zl) and tx,y,z
n = ~

2/2mh2
x,y,z × cn. In order to make

a connection to the formalism explained in the previous section, we divide the wire into cells of dimension

ax × ay × az. The direction of the wire is given by the x-axis. The number of grid points in a cell is

L = ax/hx , Wy = ay/hy, Wz = az/hz for the x, y and z directions respectively. The values ψj,k,l where

the indices j, k, l correspond to a single cell i are grouped into a supervector Ψi. The idea is shown in

Fig. 8. This supervector has the dimension Nrs = L ·Wy ·Wz , which is the total number of real space

grid points in a cell. If we let i denote the position of the cell along the wire then Eq. (81) can then be

rewritten as

−BΨi−1 + (EI − Hi)Ψi − B†Ψi+1 = 0, (82)

for i = −∞, . . . ,∞. Here I is the Nrs×Nrs identity matrix. The matrix elements of the Nrs×Nrs matrices

Hi and B can be derived straightforwardly from Eq. (81). The expressions are given in Ref. [15]. Clearly

Eq. 82 is the same as Eq. 62, which means that we can use the WFM method to solve the scattering

problem.

As a first step, the one-electron self-consistent potentials of the bulk leads and the scattering region

containing the wire are obtained from DFT calculations. Subsequently the scattering problem is solved

at the Fermi energy by matching the modes in the leads to the wave function in the scattering region.
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Figure 9: Structure of an atomic wire consisting of two sodium atoms between two sodium leads

terminated by (001) surfaces. The boundaries of the supercell are indicated by dashed lines.

Bulk atoms are indicated by yellow (light grey) balls and atoms in the scattering region by blue

(dark grey) balls, respectively.

2.1 Conductance of monatomic sodium wires

Conductors whose cross section contains only a small number of atoms are commonly called “atomic

wires”. Clear evidence that the fundamental limit of a one atom cross section can be reached, has been

presented for gold atomic wires [48, 49]. Over the last decade the electronic transport in atomic wires

made of various metals has been characterized in great detail experimentally [50–52]. Such wires have

conductances of the order of the quantum unit G0 = 2e2/h.9 Atomic wires that have a cross section of

just one atom, so-called “monatomic” wires, are the ultimate examples of quasi-one-dimensional systems.

Here the effects of a reduced dimensionality are expected to be most pronounced. One of the most

striking features of monatomic wires is the non-monotonic behavior of the conductance as a function of

the number of atoms in the wire [53,54]. In particular, the conductance in such wires oscillates. For simple

monovalent metals the oscillation has a period that corresponds to two atoms, i.e. the conductance of

wires consisting of an odd number of atoms is different from that of even numbered wires. The amplitude

of such oscillations is of order 0.1G0. The central questions are: what determines the phase and amplitude

of the oscillation and how robust are these with respect to changes in the geometry of the wire and in

the coupling between the wire and the leads?

From our first-principles calculations on sodium monatomic wires we find that odd numbered wires always

have a conductance close to 1 G0 and that this value is not very sensitive to changes in the geometry

or in the coupling [32]. Even numbered wires have lower conductances, whose values are determined by

the geometry and the coupling. This general pattern can be understood from the electronic levels of

free-standing wires giving rise to transmission resonances. We analyze our first-principles results using

a simple tight-binding model. In particular, we show that local charge neutrality of the sodium wires

provides a strong constraint on the phase of the conductance oscillation. In absence of a significant charge

transfer between the wire and the leads, a transmission resonance is pinned at the Fermi energy for wires

containing an odd number of atoms, which leads to a conductance close to one quantum unit. Obtaining

quantitative values for the conductance of even-numbered wires in particular, requires well-converged

first-principles calculations using a realistic structure of the wire and the leads.

The one-electron potentials of the leads and the scattering regions are extracted from two self-consistent

DFT calculations for bulk bcc sodium and for the supercell shown in Fig. 9, respectively, using a standard

approach based upon normconserving pseudopotentials and a plane wave basis set. It turns out that, in

order to obtain potentials that are converged, the total energies in such self-consistent calculations have

to be converged to within 5 × 10−7 Hartrees. One assumes that the leads outside the scattering region

9The factor of 2 with respect to Eq. 1 results from spin degeneracy.
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Figure 10: Conductance (in units of G0) as a function of the number of atoms in the atomic

chain. All atomic bond lengthes in the system are equal to the bulk value d = 6.91a0.

consist of bulk material. This means that at the edges of the scattering region, the potential should

join smoothly to the potentials of the bulk leads. We have checked that this is the case. Enlarging the

scattering region by including two extra atomic layers in each lead changes the results reported for the

conductance only by ∼ 1.5% for even-numbered wires and . 0.5% for odd-numbered wires. The Fermi

energy is extracted from the bulk calculation [15]. The only parameters in calculating the conductance

within the finite-difference scheme are the order N of the finite-difference approximation of the kinetic

energy (i.e., the second derivative) and the spacing hx,y,z between the real-space grid points. We use

N = 4 and hx,y,z = 0.80a0; for details and convergence tests we refer to Ref. [15]. The total transmission

is averaged over a 8× 8 k‖-point grid in the lateral BZ of the supercell. Most calculations are done for a

2 × 2 lateral supercell. Enlarging the supercell changes the conductance only marginally as discussed in

Ref. [32].

The electron transport in the crystalline leads is ballistic, i.e. an electron goes through the leads without

any scattering. The transport properties of a monatomic wire suspended between two leads depend upon

three factors; the number of atoms in the chain, the geometry of the wire, and the contact between wire

and leads.

The calculated conductance as a function of the number of atoms in the atomic chain is given in Fig. 10.

Since a sodium atom has valence one, both the infinite sodium chain and bulk sodium have a half-filled

band, and the infinite wire has one conducting channel at the Fermi level. The conductance of the infinite

chain is equal to the quantum unit G0, and the conductance of finite wires is ≤ G0. As can be observed

in Fig. 10 the conductance exhibits a regular oscillation as a function of the number of atoms in the

wire. The conductance is very close to G0 for odd-numbered wires, and for even-numbered wires it is

∼ 10% lower. Such a behavior of the conductance in atomic-sized conductors is very different from ohmic

behavior in macroscopic conductors; it expresses the quantum nature of the electron transport at the

nanoscale.

In order to interpret the even-odd oscillation we have calculated the conductance as a function of energy

for wires of different length. The results for monatomic wires consisting of four and five atoms are shown

in Fig. 11. Resonant peaks in the conductance can be clearly identified. Qualitatively they correspond

to energy levels of a free-standing Na wire, which are shifted and broadened into resonances by the

interaction of the wire with the leads. To illustrate this, the calculated energy levels of free-standing

wires of four and five atoms are shown as bars in Fig. 11. The levels are sufficiently close to the resonant

energies to warrant an interpretation of the conductance in terms of a transmission through levels of the
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Figure 11: Conductance (in units of G0) as a function of energy for monatomic wires consisting

of four (top figure) and five (bottom figure) atoms. The red (grey) bars correspond to the energy

levels of free-standing wires. E = 0 corresponds to the Fermi level.

wire. As is clearly observed in Fig. 11, the Fermi level is in between two resonant peaks for a four atom

wire and right on top of a resonance for a five atom wire. By calculating the conductance as a function of

energy for wires of different length it can be shown that this observation can be generalized. The Fermi

level is between resonances for even-numbered wires and on top of a resonance for odd-numbered wires.

2.1.1 Simple tight-binding model

To support the intuitive picture presented in the previous section we use a simple tight-binding model as

shown in Fig. 12, in which the leads are modeled as quasi-one-dimensional systems described by effective

parameters. Here ε0, β are the on-site energies and nearest neighbor hopping coefficients of the leads,

and ε′0, β
′ are the corresponding parameters of the wire. The coupling between the left (right) electrode

and the atomic chain is given by the hopping coefficient βc (β′
c).

If the system has mirror symmetry, the coupling is symmetric, i.e. βc = β′
c. The leads and the chain are

made of the same material (sodium). If one assumes that all atoms are neutral (local charge neutrality),

then it is not unreasonable to set ε0 = ε′0. The conductance can be calculated analytically for this model

using WFM [27]. The parameter β can be used as a scaling parameter. In the following all energy

parameters ε0, ε
′
0, β

′, βc, β
′
c are in units of β. The conductance of a wire at the Fermi energy consisting

of n atoms is given by

G = G0, n odd

= G0
4 β4

c/β
′2

[1 + β4
c/β

′2]
2 , n even. (83)

The conductance for odd-numbered wires is equal to the quantum unit, and it is smaller than the quantum

unit for even-numbered wires (unless by accident β2
c = β′).
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Figure 12: Tight-binding representation of the n-atomic wire attached to two semi-infinite one-

dimensional leads.

It is instructive to study some other consequences of the tight-binding model. If ∆ε = ε0 − ε′0 6= 0 then a

charge transfer will take place between the leads and the wire. The conductance calculated at the Fermi

energy for a one-site wire (n = 1) and a two-site wire (n = 2) become, respectively,

G = G0
4β4

c

∆ε2 + 4β4
c

, (84)

G = G0
4β4

cβ
′2

[
β4

c + (β′ + ∆ε)2
] [
β4

c + (β′ − ∆ε)2
] . (85)

According to Eq. (84) a nonzero ∆ε suppresses the transmission through a one-site wire. The transmission

is shifted “off resonance” and the conductance becomes smaller than the quantum unit. However, the

coupling between wire and lead also causes a broadening of the resonance, which is proportional to βc.

This broadening partially compensates for the decrease of the conductance. If the coupling is sufficiently

strong, i.e. 4β4
c ≫ ∆ε2, then the conductance is again close to the quantum unit. In the limit of weak

coupling, i.e. 4β4
c ≪ ∆ε2, the conductance goes to zero with decreasing βc for any nonzero ∆ε.

The conductance of a two-site wire, see Eq. (85), behaves qualitatively different as a function of the

coupling strength βc. In the weak coupling limit, i.e. β4
c ≪ (β′ ± ∆ε)2 the conductance goes to zero

with decreasing βc and the decrease is faster than for a one-site wire. Note that this only holds for

∆ε ≪ β′. If ∆ε ∼ β′ then the conductance decreases more slowly with decreasing βc for a two-site wire

than for a one-site wire. If the coupling between wire and lead is strong, i.e. β4
c ≫ (β′ ± ∆ε)2, then the

conductance always decreases with increasing βc. This is due to a phenomenon called “pair annihilation”

of resonances [55], which happens if the resonance widths become larger than the spacing between the

resonances. Between the strong and weak coupling regimes there is a value of βc (close to 1) where the

conductance of a two-site wire is equal to the quantum unit.

The conductance of longer wires, i.e. n > 2, can be interpreted along the same lines. For small ∆ε, the

odd-numbered wires resemble the one-site wire and the even-numbered wires resemble the two-site wire.

For a very large range of coupling strengths βc one obtains an even-odd oscillation in the conductance

of a nearly constant amplitude. The conductance of odd-numbered chains is close to the quantum unit

and that of even-numbered chains is smaller by an amount that depends upon the coupling between wire

and lead. Apparently, this is the case that corresponds to the results of our first-principles calculations,

see Fig. 10. If ∆ε becomes larger, the conductance of all wires as a function of βc becomes qualitatively

similar to that of the two-site wire. The amplitude and even the phase of the conductance oscillation as

a function of the wire length then strongly depends upon the coupling βc of the wire to the lead. Note

that if ∆ε is significant, it will be accompanied by a significant charge transfer between wire and leads.

In our first-principles calculations we have found no indication of such a large charge transfer.

In conclusion, odd-numbered wires have a conductance close to the quantum unit G0 = 2e2/h and

even-numbered wires have a lower conductance. This oscillation is remarkably robust, as we show by

systematically varying the structure of the wires and the geometry of the contacts between the wires and

the electrodes. The phase of the oscillation is not affected by these structural variations. The conductance

of even-numbered wires is sensitive to the wire geometry. Increasing the interatomic distances in the wire
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and/or strengthening the contacts between wire and leads increases the conductance of even-numbered

wires; increasing the asymmetry between the interatomic distances or between left and right contacts

decreases the conductance.

3 TB-MTO implementation: layered (magnetic) structures

A computational scheme suitable for studying microscopic transport in layered magnetic materials needs

to be able to describe the complex electronic structures characteristic of (3d) transition metal elements.

In addition, it should be possible to model layered systems with different lattice parameters and to model

disorder; we do this using large lateral supercells. The Local Spin-Density Approximation (LSDA) of

DFT is the appropriate framework for treating itinerant electron systems from first-principles [56].

Oscillatory exchange coupling in layered magnetic structures was discussed by Bruno in terms of general-

ized reflection and transmission matrices [57] which were calculated by Stiles [58,59] for realistic electronic

structures using a scheme [1, 2] based on linearized augmented plane waves (LAPWs). At an interface

between a non-magnetic and a magnetic metal, the different electronic structures of the majority and

minority spin electrons in the magnetic material give rise to strongly spin-dependent reflection [60, 61].

Schep et al. used transmission and reflection matrices calculated from first-principles with an embedding

surface Green function method [62] to calculate spin-dependent interface resistances for specular Cu|Co

interfaces embedded in diffusive bulk material [3]. The resulting good agreement with experiment indi-

cated that interface disorder is less important than the spin-dependent reflection and transmission from

a perfect interface. Calculations of domain wall resistances as a function of the domain wall thickness

illustrated the usefulness of calculating the full scattering matrix [4, 63]. However, the LAPW basis set

used by Stiles and Schep was computationally too expensive to allow repeated lateral supercells to be

used to model interfaces between materials with very different, incommensurate lattice parameters or to

model disorder. This is true of all plane-wave based basis sets which typically require of order 100 plane

waves per atom in order to describe transition metal atom electronic structures reasonably well.

Muffin-tin orbitals (MTO) form a flexible, minimal basis set leading to highly efficient computational

schemes for solving the Kohn-Sham equations of DFT [33,64,65]. For the close packed structures adopted

by the magnetic materials Fe, Co, Ni and their alloys, a basis set of 9 functions (s, p, and d orbitals)

per atom in combination with the atomic sphere approximation (ASA) for the potential leads to errors

in describing the electronic structure which are comparable to the absolute errors incurred by using

the LSDA. The tight-binding linearized muffin tin orbital (TB-LMTO) surface Green function (SGF)

method was developed to study the electronic structure of interfaces and other layered systems. When

combined with the coherent-potential approximation (CPA), it allows the electronic structure, charge

and spin densities of layered materials with substitutional disorder to be calculated self-consistently very

efficiently [66]. MTOs thus satisfy our requirements of being able to treat complex electronic structures

efficiently.

To combine the WFM method with muffin-tin orbitals, it turns out to be convenient to use the so-called

“tail-cancellation” condition10

∑

R′,l′m′

[
Pα

Rl(ε)δRR′δll′δmm′ − Sα
Rlm;R′l′m′

]
cαR′l′m′ = 0, (86)

in terms of potential functions Pα
Rl(ε) which characterize the AS potentials and the potential-independent

10This equation is nothing other than the KKR equation in the ASA in which the kinetic energy in the interstitial

region is taken to be zero and the volume of the interstitial region is made to vanish by replacing the muffin tin

spheres with space-filling atomic spheres. This choice leads to structure constants which are energy and scale

independent, unlike the KKR structure constants. The potential function Pl(ε) is simply related to the logarithmic

derivative Dl(ε) as Pl(ε) = 2(2l + 1)(Dl(ε) + l + 1)/(Dl(ε) − l.
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screened structure constant matrix Sα
Rlm;R′l′m′ whose range in real space depends on a set of screening

parameters {αl}. The set of parameters which minimize the range of hopping is denoted α = β. The

equation analogous to Eq. (62) which we use to solve the scattering problem is then

−Sβ
i,i−1ci−1 +

(
Pβ

i,i(ε) − Sβ
i,i

)
ci − Sβ

i,i+1ci+1 = 0. (87)

ci is a (lmax + 1)2N ≡M dimensional vector consisting of the coefficients of the i-th layer ci,Rlm with N

atomic sites R and (lmax + 1)2 orbitals lm per site.

In the actual calculation of the transmission matrix, we adopt the following procedure. First of all two

separate self-consistent field calculations are performed for the left and right leads making use of their

lattice periodicity to calculate the electron densities (for magnetic materials, the spin-densities) as well

as corresponding Fermi energies. Next, a self consistent field calculation is carried out for the scattering

region between the leads subject to the requirement that the Fermi energies in the right- and left-hand

leads are equal. We now have a charge (spin) density in all space as well as the corresponding Kohn-Sham

effective potential and can proceed to the solution of the transport problem.

Even though the theoretical scheme outlined above contains no adjustable parameters, its practical im-

plementation does involve approximations, which need to be evaluated. We illustrate the formalism

sketched in the previous section by calculating the transmission matrix for planar interfaces. We begin

by studying ideal ordered interfaces (3.1), then describe how interface disorder can be modeled using

large lateral supercells and the results analyzed using “channel decomposition” (3.2).

3.1 Ordered Interfaces

A recurring theme in condensed matter physics in the last twenty years has been the discovery of new

physical effects and properties in systems with reduced dimensions; the prospect of exploiting these ef-

fects and properties in logical processing, sensing and storage devices is an important driving force behind

nano-science and -technology. In semiconductors, the electronic structures of the electrons responsible

for conduction can be described using simple models. The same is not true of the ferromagnetic tran-

sition metals which form the basis for magnetoelectronics. It is the non-trivial spin-dependence of the

transmission and reflection of electrons at magnetic interfaces which provides the key to understanding

phenomena such as oscillatory exchange coupling, giant- and tunneling- magnetoresistance, spin transfer

torque, spin-pumping and spin injection [67]. For well-studied material combinations such as Co|Cu and

Fe|Cr, modest spin-dependence of the interface transmission [3, 7, 68] of the order of 10-20% is sufficient

to account for experimental observations [69].

However, the confrontation of theory and experiment just referred to is at best indirect and model-

dependent. Even though the theory of transport in small structures is formulated in terms of transmission

and reflection matrices [30], measuring interface transparencies directly has proven quite difficult [70].

To identify interfaces suitable for experimental study, we undertook [35] a systematic materials-specific

study of the orientation dependence of the interface transmission between pairs of isostructural metals

whose lattice constants match within a percent or so in the hope that it will prove possible to grow such

interfaces epitaxially.

3.1.1 Al|Ag

One of the metal pairs we studied was Al|Ag. Both metals have the fcc crystal structure and their lattice

constants are matched within 1%. Aluminium is a textbook [71] example of a system well described by

the (nearly) free electron model. Silver, also usually assumed to be a free electron-like material, is a

noble metal with high conductivity which is frequently used for electrical contacting. We found that in

spite of the simplicity of both metals’ electronic structures the transmission through Al|Ag interfaces can
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differ quite significantly from the predictions of the free electron model. In particular, between (111) and

(001) orientations we find a factor 2 difference in interface transmission for clean Al|Ag interfaces. For

free electrons the anisotropy should vanish. Our result is insensitive to interface disorder. We identify

a new factor responsible for this difference which is not related to the standard velocity- [72, 73] or

symmetry-mismatch [34, 39] mechanisms.

A free electron description of interface scattering, in which the effect of the crystal potential on transport

is completely neglected, underlies the Blonder-Tinkham-Klapwijk or BTK theory [74] used to interpret

[72, 73] Andreev reflection (AR) experiments. Point contact AR experiments are increasingly used to

identify the pairing symmetry of superconductors and, in the field of magnetoelectronics, to determine

the polarization of magnetic materials [75, 76]. Our finding that the electronic structure can have such

a large effect on the interface transmission, implies that experiments should be analyzed using more

sophisticated models.

Our study was based upon first-principles calculations of the interface electronic structure performed

within the framework of density functional theory (DFT) and the local spin density approximation

(LSDA). Bulk and interface potentials were determined self-consistently using the tight binding linearized

muffin tin orbital (TB-LMTO) [65] surface Green’s function method [66]. We assumed common lattice

constants for both metals of a given structure e.g. aAl = aAg = 4.05 Å. The potentials obtained in this

way were used as input to the TB-MTO wave function-matching [7, 34] calculation of the transmission

and reflection coefficients between Bloch states on either side of the interface. For disordered systems,

the ASA potentials were calculated using the layer CPA (coherent potential approximation). For the

scattering matrix calculation, disorder was modeled using large lateral supercells in which the CPA-ASA

potentials were distributed at random in the appropriate concentrations The results of the calculations

for a number of lattice-matched materials are summarized in Table 3.1.1.

The Sharvin conductances, GA and GB, reported in the third and fourth columns of Table 3.1.1 are

proportional to the number of states at the Fermi level propagating in the transport direction. They

are properties of the bulk materials which are determined by the area of the Fermi surface projections

and are a measure of the current-carrying capacity of the conductor in the ballistic regime. The largest

intrinsic orientation dependence, seen to be about 13 %, is found for Mo; for Al and Ag, respectively, it

is less than 8% and 5%.

The interface transmission in column five of Table 3.1.1 is expressed as a conductance, GA|B = e2/h
∑

µν Tµν ,

where Tµν is the probability for the incoming state ν in material A to be transmitted through the inter-

face into the outgoing state µ in material B. For most pairs of materials11, the orientation dependence

of GA|B is modest (∼ 15% for Mo|W) and the interface conductance itself tends to be slightly smaller

than the lower of the two Sharvin conductances. For these systems the behavior of the transmission

appears to be determined by the projection of the Fermi surfaces. However, this is not so for Al|Ag and

Al|Au interfaces. Here we observe a large anisotropy in the transport properties. The factor 2 difference

in transmission between (111) and (001) orientations12 results in a factor 4 difference between interface

resistances estimated using the method of [3, 7].

The transmission probability for the (111) and (001) orientations is plotted in Figs. 13c and 13f as a

function of the wave-vector component parallel to the interface, k‖, within the 2D interface Brillouin

zones (BZ). A qualitative difference between the two orientations can be observed. In the (111) case, the

11Fe/Cr is an exception. For the majority spin channel, a large orientation dependence of the interface tran-

mission is predicted. Unlike in the case of Al/Ag, this result is very sensitive to interface disorder. In addition, a

single spin channel cannot be studied directly making it difficult to obtain an unambiguous experimental result.
12We performed an extensive series of total energy calculations using LDA and GGA approximations to relax

the various Al/Ag interfaces. Only a small dependence of the interface energy on the orientation was found.

The transport calculations were repeated using the resulting relaxed geometries. The effect on the interface

transmission is less than 3% which is negligible on the scale of the predicted factor of two orientation dependence.
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A|B GA GB GA|B 2SR

Al|Ag (111) 0.69 0.45 0.41 (0.36) 0.64 (0.92)

afcc = 4.05 Å (110) 0.68 0.47 0.30 (0.32) 1.60 (1.39)

(001) 0.73 0.45 0.22 (0.24) 2.82 (2.37)

Al|Au (111) 0.69 0.44 0.41 (0.35) 0.60 (0.99)

afcc = 4.05 Å (001) 0.73 0.46 0.24 (0.26) 2.37 (2.14)

Pd|Pt (111) 0.62 0.71 0.55 (0.54) 0.30 (0.33)

afcc = 3.89 Å (001) 0.58 0.70 0.52 (0.51) 0.37 (0.39)

W|Mo (001) 0.45 0.59 0.42 (0.42) 0.42 (0.42)

abcc = 3.16 Å (110) 0.40 0.54 0.37 (0.38) 0.52 (0.47)

Cu|Co (111)* 0.56 0.47 0.43 (0.43) 0.34 (0.35)

majority (001) 0.55 0.49 0.46 (0.45) 0.26 (0.27)

afcc = 3.61 Å (110) 0.59 0.50 0.46 (0.46) 0.35 (0.35)

Cu|Co (111)* 0.56 1.05 0.36 (0.31) 1.38 (1.82)

minority (001) 0.55 1.11 0.32 (0.32) 1.79 (1.79)

afcc = 3.61 Å (110) 0.59 1.04 0.31 (0.35) 1.89 (1.55)

Cr|Fe (111) 0.61 0.82 0.27 (0.31) 2.22 (1.84)

majority (001) 0.64 0.82 0.11 (0.25) 7.46 (2.55)

abcc = 2.87 Å (110) 0.59 0.78 0.22 (0.27) 3.04 (2.18)

Cr|Fe (111) 0.61 0.41 0.34 (0.34) 0.93 (0.95)

minority (001) 0.64 0.46 0.35 (0.35) 0.98 (0.95)

abcc = 2.87 Å (110)* 0.59 0.40 0.32 (0.32) 1.03 (1.06)

Table 1: Sharvin conductances and interface transmissions in units of 1015Ω−1m−2, interface

resistances SR [3,7] for ideal (and, in brackets, for disordered) interfaces in units of 10−15Ωm2. S

is the area of the sample for which R is measured. Interface disorder was modeled in 10×10 lateral

supercells with two layers of 50-50 alloy. The largest uncertainty between different configurations

of disorder is about 2.3%. The values given are for a single spin. For the pairs of materials and

orientations indicated by a (*), comparison of the interface resistances shown in the last two

columns with experimental values extracted from measurement on [3,7, 34].

transmission is almost uniformly high wherever there are states on both sides of the interface. The (001)

orientation exhibits more variation with high transmission in the central and outer regions of the 2D BZ

but much lower in a ring-shaped region in between. The presence of this “cold ring” is the reason why

the total transmission is lower for the (001) orientation. Explaining the transparency anisotropy of Al|Ag

interfaces requires finding an explanation for the low transmission values in this region of the 2D BZ.

Two mechanisms are usually taken into account when analyzing the scattering at perfect interfaces.

The first, velocity mismatch, is the modulation of the transmission by a factor reminiscent of the free

electron formula for the transmission through a potential step: T = 4vLvR/(vL +vR)2 where vL/R are the

components of the Fermi velocities in the transport direction on the left and right sides of the interface.

This modulation is indeed present in our calculated transmissions but its effect tends to be noticeable

only when one of the velocities is almost vanishingly small. Naive application of the free electron formula

yields uniformly good transmission13independent of the orientation. Symmetry mismatch, the second

13Morover the free electron formula would lead to the violation of the unitarity of the scattering matrix (i.e.
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Figure 13: Top row: Fermi surface projections for (a) Ag, (b) Al and (c) transmission probabil-

ities in 2DBZ for (111) orientation. Middle row: Same for (001) orientation. The color bars on

the left indicate the number of scattering states in the leads for a given two dimensional wave

vector k‖. The transmission probabilities indicated by the color bars on the right can exceed 1

for k‖s for which there is more than one scattering state in both Ag and Al. Bottom row: Fermi

surfaces of (g) Ag and (h) Al, (i) the interface adapted BZ for (001) and (111) orientations. The

vertical dashed line in (c) and on the yellow plane in panel (i) indicate the cross-section used in

the left-hand panel of Fig. 14 while the vertical dotted line in (f) and on the blue plane in panel

(i) indicate the cross-section used in the right-hand panel.

mechanism, can suppress the transmission between states of incompatible symmetries (e.g. even vs.

odd etc.). Examination of the eigenvectors demonstrates that this is not the case for the Al|Ag system.

For example, states on both sides of the interface, with k‖ along the vertical dotted line in Fig. 13f,

are even under reflection in the plane defined by this line and the (001) transport direction. Their

orbital composition (s,py,pz,dyz,d3z2−r2 ,dx2−y2 where the y axis is parallel to the dotted line and z is

the transport direction) is essentially the same for both materials. The same holds for states along other

symmetry lines/planes and general k‖ points (in the sense of orbital composition). The origin of the

“cold ring” must be sought elsewhere.

In spite of the failure of the free electron transmission formula, this simple model serves as a useful starting

point for analyzing the Fermi surface (FS) topologies. In the simplest possible approach, we model the FS

of Ag (shown in Fig. 13g) as a sphere which fits into the first BZ. A larger sphere, accommodating three

electrons, is needed for trivalent Al. In an extended zone scheme, conservation of momentum parallel

to the interface dictates that the transmission through a specular interface is non-zero only between

states with the same values of k‖; these are the k‖-vectors belonging to the region where projections of

the Fermi spheres on a plane perpendicular to the transport direction overlap. For systems with lattice

periodicity, we must use a downfolded FS, with fragments of the original FS sphere back-translated into

the conservation of particles) whenever there is more than one state on either side of the interface.
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Figure 14: Intersection of a (110) plane with the Al Fermi surface and with the interface adapted

BZs indicated in Fig. 13i (where the meaning of the dashed and dotted lines is explained). The

labeled dots indicate the positions of the RL sites with coordinates given in units of 2π/a. The

red (blue) lines indicate regions of high (low) transmission.

the 1st Brillouin zone, a procedure which can be realized geometrically by placing spheres accommodating

three electrons on reciprocal lattice (RL) sites and then only considering the fragments in the first BZ.

Examination of the FS of Al calculated from first-principles (Fig. 13h) and its cross-section (Fig. 14)

reveals that, in spite of its apparent complexity, it remains essentially (piecewise) spherical. For some

values of k|| (see Figs. 13b and 13e), Al can now have more than one propagating state. Nevertheless,

in the free electron limit, the downfolded states are strictly orthogonal to the states in Ag and the total

transmission is unchanged. For a reduced zone scheme, we formulate the following rule: The transmission

between states in two (nearly) free electron materials which have the same k‖, but originate from reciprocal

lattice sites whose parallel components do not coincide, vanishes in the free electron limit and is expected

to be strongly suppressed for nearly free electron like materials.

Obviously, the truly free electron system can not exhibit anisotropy. However, in the presence of the pe-

riodic potential the original, piecewise-spherical Fermi surface and consequently the transmission is going

to be modified. Firstly, since the wave functions are no longer pure plane waves, the strict orthogonality

of the downfolded states is relaxed and the transmission can assume finite although typically small values

(hence suppressed instead of zero in the above rule). Secondly, the shape of the Fermi surface changes

with the modifications being strongest in the vicinity of RL planes where, for Al, we observe the opening

of gaps between previously connected fragments. The anisotropy is mostly related to this second effect.

In Fig. 14, we show the intersection of the Al FS with a (110) plane. The two plots are rotated so that

the vertical axis in Fig. 14a is the [111] direction while in Fig. 14b it is [001]. In both cases the positions

of the nearest RL sites (on which spheres are centered) are shown together with the cross-section through

the relevant interface-adapted Brillouin zone, which is different for each orientation; see Fig. 13i. We

can now readily identify spheres from which various fragments of the Fermi surface originate and mark

those fragments with positive (upward) velocities, according to the rule given above, as having high (red)

or low (blue) transmissions. In the (001) case, the “high” fragments originate from (0,0,0) and (0,0,-2)

centered spheres. Comparing Figs. 13f and 14b, we note that the position of the gaps opened between

these spheres by Bragg reflection on the (001) and (001̄) planes coincides, in projection along the [001]

direction, with the position of the “cold ring” in Fig. 13f. The other states present in this region originate

from (1,-1,-1) (and equivalent) centered spheres, are therefore nearly orthogonal to states in Ag centered

on (0,0,0) and so have low transmission. In the (111) case however, the large fragments of FS belonging

to the same (1,-1,-1) sphere have high transmissions (Fig. 14a) and dominate transport. In addition, the
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Figure 15: Interface conductance Gσ(111) (in units of 1015 Ω−1m−2) for an fcc Cu|Co(111)

interface for majority and minority spins plotted as a function of the normalized area element

used in the Brillouin zone summation, ∆2k‖/ABZ = 1/Q2. Q, the number of intervals along the

reciprocal lattice vector is indicated at the top of the figure. The dashed line is the weighted

(weighting Q2) least-squares fit to the series Q = 20, 40, 80, 160, 320 shown as squares; the

dash-dotted line is the weighted least-squares fit to the series Q = 22, 44, 88, 176, 352 shown as

diamonds. The part of the curve for the Co minority spin case to the left of the vertical dotted

line is shown on an expanded scale in the inset. An fcc lattice constant of a = 3.614Å and von

Barth-Hedin exchange correlation potential were used.

effect of gap-opening is reduced in this orientation because of the rotation. Combination of these two

factors results in the almost uniformly high transmission seen in Fig. 13c.

We can now finally identify the origin of the transmission anisotropy for Al|Ag interface. It stems from two

factors: (i) the near orthogonality of the downfolded Al states to those belonging to the simple Ag sphere

and (ii) the gaps opened in the continuous free electron Fermi surface by the periodic potential. The

latter factor is of course related to the symmetry of the underlying crystal lattice and directly responsible

for the introduction of the orientation dependence. For Al|Au interfaces, the interface transmissions and

resistances are very similar to the Al|Ag case. The predicted anisotropic interface resistance and Andreev

reflection (not shown) are not very sensitive to interface disorder and should be observable experimentally.

3.1.2 Cu|Co (111)

Our starting point is a self-consistent TB-LMTO SGF calculation [66] for the interface embedded between

semi-infinite Cu and Co leads whose potentials and spin-densities were determined self-consistently in

separate “bulk” calculations. The charge and spin-densities are allowed to vary in nCu layers of Cu and

nCo layers of Co bounding the interface. In the Cu layers, only tiny moments are induced. Only four

layers away from the interface on the Co side, the magnetic moments are very close to the bulk values.

At the interface, where the d-bandwidth is reduced as a result of the lower coordination number, the

moments are suppressed rather than enhanced.

Once the interface potential has been obtained, the transmission matrix can be calculated and the BZ

summation carried out. The convergence of this summation, shown in Fig. 15 for a (111) interface, a

lattice constant of a = 3.614Å and an spd basis, closely parallels the behavior found on calculating the

Sharvin conductance of the leads and does not represent a limitation in practice. Converged values of
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Figure 16: Top row, left-hand panel: Fermi surface (FS) of Cu; middle panel: majority-spin FS

of Co; right-hand panel: Cu FS viewed along the (111) direction with a projection of the bulk

fcc Brillouin zone (BZ) onto a plane perpendicular to this direction and of the two dimensional

BZ. Bottom row, left-hand and middle panels: projections onto a plane perpendicular to the

(111) direction of the Cu and majority-spin Co Fermi surfaces; right-hand panel: transmission

probability for majority-spin states as a function of transverse crystal momentum, T (k‖) for an

fcc Cu|Co(111) interface.

the transmission probabilities

Gσ(n̂) =
e2

h

∑

m,n,k‖

T σ
mn(k‖) =

e2

h

∑

m,n,k‖

|tσmn(k‖)|2 (88)

are 0.434 and 0.364 in units of 1015Ω−1m−2 for majority and minority spins, respectively. The apparently

modest spin-dependence of “bare” interface conductances (∼ 20%) can lead to spin-dependent interface

resistances differing by a factor of ∼ 3 − 5. To obtain estimates of the interface resistance for highly

transparent interfaces, the “bare” transmissions cannot be used. RLB = 1/GLB results in a finite

“interface” resistance, even for a fictitious interface between identical materials. Schep et al. [3] derived

an expression for the resistance of transparent interfaces in terms of the interface transmission, which

takes into account the finiteness of the conductance of the perfect leads:

RSchep
σ (A|B) =

h

e2

[
1∑
T σ

mn

− 1

2

(
1

Nσ
A

+
1

Nσ
B

)]
(89)

where Nσ
A and Nσ

B are the Sharvin conductances of the materials A and B forming the interface, in units

of e2/h .

The majority-spin case can be readily understood in terms of the geometry of the Fermi surfaces of Cu

and Co so we begin by discussing this simple case before examining the more complex minority-spin

channel.

Clean Cu|Co (111) Interface: Majority Spins

In the absence of disorder, crystal momentum parallel to the interface is conserved. If, for a given value

of k‖, there is a propagating state in Cu incident on the interface but none in Co, then an electron in

such a state is completely reflected at the interface. Conversely, k‖’s for which there is a propagating

state in Co but none in Cu also cannot contribute to the conductance. To determine the existence of such

states, it is sufficient to inspect projections of the Fermi surfaces of fcc Cu and majority-spin Co onto

a plane perpendicular to the transport direction n̂, shown in Fig. 16 for n̂ = (111). The first feature to

note in the figure (left-hand and middle panels) is that per k‖ there is only a single channel with positive
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group velocity so that the transmission matrix in (88) is a complex number whose modulus squared is a

transmission probability with values between 0 and 1. It is plotted in the right-hand panel and can be

interpreted simply. Regions which are depicted blue correspond to k‖’s for which there are propagating

states in Cu but none in Co. These states have transmission probability 0 and are totally reflected. For

values of k‖ for which there are propagating states in both Cu and Co, the transmission probability is

very close to one, depicted red. These states are essentially free electron-like states which have the same

symmetry in both materials and see the interface effectively as a very low potential step. Close to the

center of the figure there is an annular region where there are propagating states in Co but none in Cu

so they do not contribute to the conductance. Performing the sum in (88), we arrive at an interface

conductance of 0.43 × 1015 Ω−1m−2 to be compared to the Sharvin conductances for Cu and Co of 0.56

and 0.47 respectively, in the same units for a = 3.614 Å and an spd basis. The interface conductance of

0.43 is seen to be essentially the Sharvin conductance of the majority states of Co reduced because the

states closest to the Λ-axis (corresponding to the symmetry axis of the figures, the ΓL line in reciprocal

space) do not contribute.

Clean Cu|Co (111) Interface: Minority Spins

The minority-spin case is considerably more complex because the Co minority-spin d bands are only

partly filled, resulting in multiple sheets of Fermi surface. These sheets are shown in Fig. 17 together

with their projections onto a plane perpendicular to the (111) transport direction. Compared to Fig. 16,

one difference we immediately notice is that even single Fermi surface (FS) sheets are not single valued:

for a given k‖ there can be more than one mode with positive group velocity. The areas depicted green

in the projections of the FS sheets from the fourth and fifth bands are examples where this occurs.

An electron incident on the interface from the Cu side, with transverse crystal momentum k‖, is transmit-

ted into a linear combination of all propagating states with the same k‖ in Co; the transmission matrix

tσmn(k‖) is in general not square but rectangular. The transmission probabilities Tmn(k‖) are shown in

the bottom row of Fig. 17. Because there is only a single incident state for all k‖, the maximum transmis-

sion probability is one. Comparison of the total minority-spin transmission probability TLR(k‖) (Fig. 17,

bottom right-hand panel) with the corresponding majority-spin quantity (right-hand panel of Fig. 16)

strikingly illustrates the spin-dependence of the interface scattering, much more so than the integrated

quantities might have led us to expect; the interface conductances, 0.36 and 0.43 × 1015Ω−1m−2 from

Table 3.1.1, differ by only ∼ 20%.

Three factors contribute to the large k‖-dependence of the transmission probability: first and foremost,

the complexity of the Fermi surface of both materials but especially of the minority spin of Co; secondly

and inextricably linked with the first because of the relationship ~υk = ∇kε(k), the mismatch of the

Fermi velocities of the states on either side of the interface. Thirdly, the orbital character of the states

m and n which varies strongly over the Fermi surface and gives rise to large matrix element effects.

The great complexity of transition metal Fermi surfaces, clear from the figure and well-documented in

standard textbooks, is not amenable to simple analytical treatment and has more often than not been

neglected in theoretical transport studies. Nevertheless, as illustrated particularly well by the ballistic

limit [77,78], spin-dependent band structure effects have been shown to lead to magnetoresistance ratios

comparable to what are observed experimentally in the current-perpendicular-to-plane (CPP) measuring

configuration and cannot be simply ignored in any quantitative discussion. Most attempts to take into

account contributions of the d states to electronic transport do so by mapping the five d bands onto a

single tight-binding or free-electron band with a large effective mass.

Fermi surface topology alone cannot explain all aspects of the transmission coefficients seen in Fig. 17.

For example, there are values of k‖, such as that labeled Y in the figure, for which propagating solutions

exist on both sides of the interface yet the transmission probability is zero. This can be understood as

follows. We begin by choosing a (1× 1) interface unit cell so that the atoms which occupy the ABC sites
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Figure 17: Top row, left-hand panel: Fermi surface (FS) of fcc Cu; middle panels: third,

fourth and fifth FS sheets of minority-spin fcc Co; right-hand panel: projection of the bulk fcc

Brillouin zone (BZ) onto a plane perpendicular to the (111) direction and of the two dimensional

BZ. Middle row: corresponding projections of individual FS sheets and (rhs) of Co total. The

number of propagating states with positive velocity is color-coded following the color bar on the

right. Bottom row: probability Tµν(k‖) for a minority-spin state on the single FS sheet of Cu

(ν = 1) to be transmitted through a Cu|Co(111) interface into FS sheet µ of fcc Co as a function

of the transverse crystal momentum k‖. The point Y (indicated by a small open circle) is such

that there are only propagating states in Cu and in the fourth FS sheet of Co. For the point Y’

(indicated by a small open square) which is slightly further away from Λ, there is, in addition,

a propagating state in the third FS sheet of Co.
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Figure 18: Illustration of lateral supercells and corresponding 2D interface Brillouin zones. Top

panel: lattice vectors for a primitive unit cell containing a single atom (lhs) and a 4×4 supercell

(rhs). Bottom panel: a single k-point in the BZ (rhs) corresponding to the 4 × 4 real-space

supercell is equivalent to 4×4 k-points in the BZ (lhs) corresponding to the real-space primitive

unit cell.

characteristic of the stacking in the fcc structure all lie along the y-axis. At k‖ = Y , the propagating

states in Cu have {s, py, pz, dyz , d3z2−r2 , dx2−y2} character and are even with respect to reflection in the

plane formed by the y-axis and the transport direction perpendicular to the (111) plane which we choose

to be the z-axis. For this k‖ the only propagating state in Co is in the fourth band. It has {px, dxy, dxz}
character which is odd with respect to reflection in the yz plane. Consequently, the corresponding hopping

matrix elements in the Hamiltonian (and in the Green function) vanish and the transmission is zero.

Along the ky axis the symmetry of the states in Cu and those in the fourth band of Co remain the same

and the transmission is seen to vanish for all values of ky. However, at points further away from Λ, we

encounter states in the third band of Co which have even character whose matrix elements do not vanish

by symmetry and we see substantial transmission probabilities. Similarly, for points closer to Λ, there

are states in the fifth band of Co with even character whose matrix elements also do not vanish and

again the transmission probability is substantial. Because it is obtained by superposition of transmission

probabilities from Cu into the third, fourth and fifth sheets of the Co FS, the end result, though it may

appear very complicated, can be straightforwardly analyzed in this manner k-point by k-point.

Though the underlying lattice symmetry is only threefold, the Fermi surface projections shown in Fig. 17

have six-fold rotational symmetry about the line Λ because bulk fcc structure has inversion symmetry

(and time-reversal symmetry). The interface breaks the inversion symmetry so Tmn(k‖) has only threefold

rotation symmetry for the individual FS sheets. However, in-plane inversion symmetry is recovered for

the total transmission probability TLR(−k‖) = TLR(k‖) which has full sixfold symmetry.

3.2 Interface Disorder

Instructive though the study of perfect interfaces may be in gaining an understanding of the role electronic

structure mismatch may play in determining giant magnetoresistive effects, all measurements are made

on devices which contain disorder, in the diffusive regime. Because there is little information available

from experiment about the nature of this disorder, it is very important to be able to model it in a flexible

manner, introducing a minimum of free parameters. To model interfaces between materials with different

lattice constants and disorder, we use lateral supercells.
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Figure 19: Interface conductance (in units of 1015Ω−1m−2) for a disordered Cu|Co (111) interface

modeled as 2ML of 50%-50% alloy in a
√
H ×

√
H lateral supercell as a function of

√
H. The

results are given for different randomly generated configurations of disorder (15 for minority

spin, 5 for majority spin). These results are for an fcc lattice constant of a = 3.614Å, an spd

basis and Perdew-Zunger exchange-correlation potential.

Lateral Supercells The TB-MTO scheme is computationally very efficient and allows us to use

large lateral supercells to model in a simple fashion interface disorder, interfaces between materials whose

underlying lattices are incommensurate, or quantum point contacts. This treatment becomes formally

exact in the limit of infinitely large supercells. In practice, satisfactory convergence is achieved for

supercells of quite moderate size.

The use of lateral supercells makes it possible to analyze diffuse scattering particularly simply. We

consider an H1 ×H2 lateral supercell defined by the real-space lattice vectors

A1 = H1a1 and A2 = H2a2 (90)

where a1 and a2 are the lattice vectors describing the in-plane periodicity of a primitive unit cell (Fig. 18).

The cells contained within the supercell are generated by the set of translations

{
T‖ = h1a1 + h2a2 ; 0 ≤ h1 < H1, 0 ≤ h2 < H2} . (91)

In reciprocal space the supercell Brillouin zone is defined by the reduced vectors

B1 = b1/H1 and B2 = b2/H2 (92)

where b1 and b2 are the reciprocal lattice vectors corresponding to the real space primitive unit cell.

As a result the Brillouin zone (BZ) is folded down, as shown schematically in Fig. 18 (bottom rhs), and

the single kS

‖ point (S is used to label supercell quantities) in the supercell BZ corresponds to the set of

H1 ×H2 k points in the original unfolded BZ

{
k‖ = h1B1 + h2B2 ; 0 ≤ h1 < H1, 0 ≤ h2 < H2} . (93)

Solutions associated with different k‖ in the primitive unit cell representation become different “bands”

at the single kS

‖ in the supercell representation.

The lead states are calculated using the translational symmetry of the primitive unit cell so that the com-

putational effort scales linearly with the size of the supercell i.e. as (H1 ×H2) rather than as (H1 ×H2)
3
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Figure 20: Illustration of 3 different models of interface disorder considered. Top (1ML):

disorder is modeled using one monolayer (ML) of [Cu1−xCox] alloy between Cu and Co

leads, denoted as Cu[Cu1−xCox]Co. Middle (2ML): disorder modeled in two MLs as

Cu[Cu1−xCox|CuxCo1−x]Co. Bottom (4ML): starting from the 2 ML disorder case, 1/3 of

the concentration x of impurity atoms is transferred to the next layer resulting in disorder in

four MLs: Cu[Cu1−x
3
Cox

3
|Cu

1− 2x
3

Co 2x
3

|Cu 2x
3

Co
1− 2x
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|Cu x
3
Co1−x

3
]Co.

which is the scaling typical for matrix operations. Another advantage is that it enables us to analyze

the scattering. By keeping track of the relation between supercell “bands” and equivalent eigenmodes

at different k‖ (Fig. 18) we can straightforwardly obtain tmn(k‖1
,k‖2

) and other scattering coefficients.

In other words the “interband” specular scattering in the supercell picture translates, in the presence of

disorder in the scattering region, into the “diffuse” scattering between the k‖ vectors belonging to the

set (93). Since this approach is formally only valid if sufficiently large supercells are used, we begin by

studying how the interface conductance depends on the lateral supercell size.

To perform fully self-consistent calculations for a number of large lateral supercells and for different

configurations of disorder would be prohibitively expensive. Fortunately, the coherent potential approxi-

mation (CPA) is a very efficient way of calculating charge and spin densities for a substitutional disordered

AxB1−x alloy with an expense comparable to that required for an ordered system with a minimal unit

cell [79]. The output from such a calculation are atomic sphere potentials for the two sites, υA and υB.

The layer CPA approximation generalizes this to allow the concentration to vary from one layer to the

next [66].

Once υA and υB have been calculated for some concentration x, an N×N lateral supercell is constructed

in which the potentials are distributed at random, maintaining the concentration for which they were

calculated self-consistently. For a given value of N , a number of such random distributions is generated.

The conductances calculated for 4 ≤ N ≤ 20 are shown in Fig. 19 for a Cu|Co(111) interface in which the

Cu and the Co layers forming the interface are totally mixed to give two layers of 50%-50% interface alloy.

The sample-to-sample variation is largest for the minority spin case, ranging from ±5% for a modest 4×4

unit cell and decreasing to about ±0.5% for a 20× 20 unit cell. For N ∼ 10, the spread in minority spin

conductances is ∼ 3% which is comparable to the typical uncertainty we associated with the LDA error,

the uncertainty in lattice constants or the error incurred by using the ASA.

Comparing the conductances without and with disorder, we see that disorder has virtually no effect on the

majority spin channel (0.43 versus 0.43× 1015 Ω−1m−2) which is a consequence of the great similarity of

the Cu and Co majority spin potentials and electronic structures. However, in the minority-spin channel

the effect (0.36 versus 0.31×1015Ω−1m−2) is much larger. Equation (89) can be used to obtain estimates
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Figure 21: Interface resistance for disordered interfaces as a function of the alloy concentration

used to model disordered interfaces calculated using (89). The experimental values for sputtered

and MBE grown multilayers cited in Table I of Ref. [69] span a range of values which is indicated

by the shaded regions.

of the interface resistances RSchep
σ , which can be compared to values extracted from experiment [69, 80].

Theoretical values derived in this way for the different models of interface disorder shown in Fig. 20 are

compared with experiment in Fig. 21.

The agreement of the computed interface resistances with experiments, which was already found to be

good for specular interfaces of the Cu|Co systems [3, 68], is improved for minority spins by including

interface disorder [7]. However, for the majority-spin case, the calculated interface resistance is larger

than the value extracted from experiment, whether or not interface disorder is included. We will return

to this again briefly after discussing how the interface scattering can be analyzed.

3.2.1 Analysis of Interface Disorder Scattering: Cu|Co

When disorder is modeled using lateral supercells, the transmission matrix elements can be categorized

as being either ballistic or diffuse, depending upon whether or not transverse momentum is conserved.

The scattering induced by two layers of 50%-50% alloy is illustrated in Figs. 22 and 23 for the majority

and minority spins, respectively, of a Cu|Co(111) interface. The calculations were performed for a single

k‖ point, Γ, and a 20×20 lateral supercell, equivalent to using a 1×1 interface cell and k-space sampling

with 20× 20 points in the corresponding BZ. Figs. 22(a) and 22(b) show the majority-spin Fermi surface

projections of fcc Cu and Co, respectively, and the coarse 20×20 grid is seen to yield a good representation

of the detailed Fermi surface projections shown in Fig. 16. The probability, T (k‖,k
′
‖), that a state in

Cu with transverse momentum k‖ is scattered on transmission through the disordered interface into the

state in Co with transverse momentum k′
‖, is shown in Fig. 22(c) for k‖ = Y on the ky axis (see the

inset in Fig. 17) and is dominated by the k‖-conserving forward scattering, the specular transmission:

T (k‖ = Y,k‖ = Y ) = 0.93. Indeed, the diffuse scattering is so weak that it cannot be seen on a scale of

T from 0 to 1. To render it visible, a magnification by a factor 500 is needed, shown in Fig. 22(d). The

total diffuse scattering, Tdiff (Y ) =
∑

k′
‖
6=k‖

T (k‖ = Y,k‖ 6= Y ) = 0.04 can be seen from the figure to be

made up of contributions of T ∼ 0.0004 per k‖-point from roughly a quarter of the BZ (100 k‖ points)

centered on k‖ = Y . The total transmission, Ttotal = Tspec + Tdiff = 0.93 + 0.04 = 0.97, compared to

a transmission of 0.99 in the absence of disorder. In the majority case, there is thus a strong specular

transmission peak surrounded by a weak diffuse background.

The minority-spin Fermi surface projections of fcc Cu and Co are shown in Figs. 23(a) and 23(b),
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Figure 22: Fermi surface projections of majority-spin fcc Cu (a) and Co (b) derived from a single

k-point using a 20× 20 lateral supercell. The dark red point in the Cu Fermi surface projection

corresponds to the point Y in the top right-hand panel of Fig. 17. T (Y,k′
‖) is shown in (c), and

in (d) magnified by a factor 500 where the ballistic component T (Y,k′
‖ = Y ) is indicated by a

white point because its value goes off the scale. The results were obtained by averaging over 5

different configurations of disorder.

respectively. Compared to the corresponding panels in Fig. 17, the 20 × 20 point representation is seen

to be sufficient to resolve the individual Fermi surface sheets of Co. To study the effect of scattering, we

consider two different situations. In the first, we again consider k‖ = Y , for which the transmission in the

absence of disorder was zero as a result of the symmetry of the states along the ky axis. T (k‖ = Y,k‖)

is shown in Fig. 23(c). By contrast with the majority-spin case just examined, there is now scattering to

all other k-points in the 2D BZ,
∑

k′
‖
6=k‖

T (k‖ = Y,k‖ 6= Y ) = 0.58. The specular transmission T (Y, Y )

has increased from 0.00 in the clean case, to only 0.01 in the presence of disorder. The effect of disorder

is to increase the total transmission, Ttotal(Y ) =
∑

k′
‖
T (k‖ = Y,k‖) from 0.00 to Tspec(Y ) + Tdiff (Y ) =

0.01 + 0.58 = 0.59. Disorder thus increases the transmission for states which were strongly reflected in

its absence.

The second case we consider is that of a k-point slightly further away from the origin Λ along the

ky axis which had a high transmission, T (Y ′) = 0.98, in the absence of disorder. For this k-point,

T (k‖ = Y ′,k‖), shown in Fig. 23(d), looks very similar to Fig. 23(c). There is strong diffuse scattering

with
∑

k′
‖
6=k‖

T (k‖ = Y ′,k‖ 6= Y ′) = 0.54 while T (Y ′, Y ′) has been drastically decreased from 0.98 in the

clean case, to 0.06 as a result of disorder. The total transmission, Ttotal(Y
′) = Tspec(Y

′) + Tdiff (Y ′) =

0.06+0.54 = 0.60, is almost identical to what was found for the Y point. The effect of disorder has been to

decrease the transmission of states which, in its absence, were weakly reflected. The strong k-dependence

of the transmission found for the minority-spin channel in the specular case is largely destroyed by a

small amount of disorder.

To derive (89), it was assumed that there is loss of coherence between adjacent interfaces. The scattering

of majority-spin electrons at the Cu|Co(111) interface is so weak that this assumption is not obviously

valid. It can be examined by seeing whether or not the total resistance of a Cu|Co multilayer containing

N interfaces scales linearly with N. If this is so, then the incremental interface resistance R(N)−R(N−1)

should be independent of N . Note that the lead correction in (89) is independent of N and thus drops

out of the incremental resistance.

The results of an extensive series of calculations for a disordered Cu10|Co10(111) multilayer attached
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Figure 23: Fermi surface projections of minority-spin fcc Cu (a) and Co (b) derived from a

single k-point using a 20 × 20 lateral supercell. The dark red point in the Cu Fermi surface

projection corresponds to the point Y ′ in the top right-hand panel of Fig. 17. (c) T (Y,k′
‖)

and (d) T (Y ′,k′
‖) calculated using 20 different disorder configurations; the ballistic component

T (Y ′,k′
‖ = Y ′) is indicated by a white point because its value goes off scale. The results were

obtained by averaging over 20 different configurations of disorder.

to Cu leads are shown in Fig. 24 which includes experimental values [69] for comparison. An 10 × 10

lateral supercell was used so that, according to Fig. 19, the error on the interface transmission due to

configuration averaging is negligible for the majority-spin case and of order 5% for the minority spins.

In the largest calculation represented in Fig. 24, the scattering region contained about 15000 atoms: 10

× 10 lateral supercell × 150 principal layers. For the strongly scattered minority spins, the interface

resistance is essentially constant for all N (within the error bar of the calculation set by the configuration

averaging, choice of exchange-correlation potential etc.). For the majority spin case there is a sharp drop

before the incremental resistance levels off to a constant value for N ≥ 4 which is a factor 3 4 lower than

the experimental value. This implies a breakdown of the series resistor model for the majority spins or

else there is some other source of majority-spin scattering which has not been included in the calculation.

Including bulk scattering does not change this result significantly. Other materials specific studies of the

transport properties of Cu|Co multilayers carried out with other methods [81] also find that substitutional

disorder alone cannot account for the reported resistivities in the majority-spin channel.

3.2.2 Cr|Fe (100)

An extreme example of how interface disorder can enhance interface transmission is found for the bcc(100)

orientation of Cr|Fe. Whereas the majority-spin band structures were well matched in the case of Cu|Co,

the situation is reversed for Cr|Fe and it is the minority-spin electronic structures which match well.

Calculating the interface resistance SR using (89), we find values of 3.73 fΩm2 and 0.49 fΩm2 for ma-

jority and minority spin, respectively, in the absence of disorder and values of 1.27 fΩm2 and 0.47 fΩm2,

respectively when interface disorder is modeled as two layers of 50-50 alloy as was done for Cu|Co. Thus

disorder reduces the majority-spin interface resistance by almost a factor of three while having only a

small effect on the well-matched minority spin channel, just as in the Cu|Co majority spin case.

The qualitative difference between Cr|Fe and Cu|Co can be understood in terms of their Fermi surface
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Figure 24: Differential interface resistance as the number of interfaces increase for a disordered

Cu|Co(111) multilayer embedded between Cu leads. A 10 × 10 lateral supercell was used and

the interface was modeled as two layers of 50%-50% alloy (2ML model). The results represent

an average over 5 disorder configurations. The range of experimental values [69] is indicated by

the shaded regions.
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Figure 25: Fermi surface projections of bcc (a) non-magnetic Cr, (b) Fe, majority-spin and (c) Fe,

minority-spin. (d) and (e) show the majority- respectively, minority-spin interface transmissions

for a clean lattice-matched bcc Cr|Fe interface. The result of integrating the number of channels

over the whole Brillouin zone is given in brackets at the top of each panel.
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Figure 26: Energy band structures of tetragonal Fe minority spin states (a), majority spin states

(b), and InAs states (c) at k‖ = 0 for k = (00kz) perpendicular to the interface.

projections and transmission probabilities TLR(k‖). In the Cu|Co(111) majority-spin case (Fig. 16), there

was a large area of the 2D BZ where states on both sides matched very well and interface disorder led to

mainly forward scattering with virtually no reduction of the total transmission. In the minority-spin case

(Fig. 17), the situation was more complicated because the average transmission was much lower in the

absence of disorder (∼ 60%) and the disorder-induced reduction of the interface transmission (∼ 20%)

resulted from two competing effects: transmission enhancement by symmetry-breaking for channels which

were closed for reasons of symmetry and transmission reduction by diffuse scattering for channels which

were very transparent in the absence of disorder. On balance, defect scattering reduced the transmission

probability and thus increased the interface resistance of the Cu|Co minority spin channel.

In spite of there being multiple sheets of Cr and majority-spin Fe Fermi surfaces which overlap in large

regions of the 2D Brillouin zone (see Figs. 25(a-c)), the average majority-spin transmission probabilities in

the absence of disorder, shown in Fig. 25(d), are very small throughout the BZ while those for the minority-

spin case, shown in Fig. 25(e), are quite substantial. As in the Cu|Co case, there are two mechanisms

by which interface disorder increases the interface transmission. Majority-spin electrons with small k‖

are almost completely reflected at the clean Cr|Fe interface because the electronic states on both sides of

the interface do not match well. Defect scattering is found to increase the transmission of these electrons

strongly. Furthermore, for large areas of the two-dimensional Brillouin zone, there are no propagating

states on the Cr side. Propagating modes in Fe with these values of k‖, which were inaccessible to Cr

electrons in the ordered case, can be reached by diffusive scattering. This opens up a large number

of new channels and this increase in transmission for the Cr|Fe majority-spin channel translates into a

reduction by a factor 3 of the interface resistance. Recent CPP experiments on Fe|Cr(110) [82] show that

the spin-averaged resistance agrees very well with the theoretical prediction, but not the polarization

dependence.

3.2.3 Spin-injection, spin-tunneling

Spin-dependent matching of electronic structures not only plays a role at interfaces between metallic

ferromagnets and non-magnetic metals. It also occurs at the interface between itinerant ferromagnets

and semiconductors or insulators14 where the electronic structure of the semiconductor/insulator in a very

14The term “Spintronics” is used to refer to the study of spin-dependent transport in semiconductors while

“Magnetoelectronics” is used to refer either to spin-dependent transport in metallic systems or to spin-dependent
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Figure 27: Configuration-averaged conductances Gmin
P (H), Gmaj

P (N), and Gσ
AP (×) of an

Fe|vacuum|Fe magnetic tunnel junction with 8 ML thick vacuum barrier as a function of

the surface coverage, normalized to a 1 × 1 surface unit cell. The dashed line denotes

Gσ
AP =

√
Gmaj

P Gmin
P . Inset: TMR as a function of the surface coverage. The dashed line is

the value predicted using Julliere’s expression and a calculated DOS polarization of 55%.

small region of reciprocal space dominates the injection/tunneling as in Fig. 26. This happens when there

is lattice matching and in the absence of disorder so transverse crystal momentum is conserved. Most

work has focussed on systems containing Fe(001)-related interfaces because in this orientation the lattice

constant of Fe is reasonably well matched to those of a number of inorganic semiconductors and to MgO.

The electronic structures were either calculated directly from first-principles [20, 39, 83–91] or obtained

by fitting to first-principles electronic structures [16,18,21,22,92]. For disorder-free interfaces, very large

polarizabilities of the injection or tunnel currents are predicted, much larger than those measured so far,

including the recent experiments on single-crystal MgO-based tunnel junctions [93–95].

Unlike metallic systems, the current in semiconductors or tunnel junctions is carried by a very small

number of channels. A realistic description of transport in such systems requires describing these channels

accurately. Calculations in which interface roughness and/or disorder were considered [39, 42] show that

injection polarization depends sensitively on the detailed interface structure. Even a small amount of

roughness (Fig. 27) or disorder (Fig. 28) is sufficient to quench the huge theoretical values of tunneling

magnetoresistance predicted for ideal magnetic tunnel junctions to values comparable to those observed

in experiment. While the quality of tunnel junctions is clearly improving, much more work needs to be

done to characterize the experimental disorder quantitatively.

3.3 Outlook

So far we have been concerned with the quantitative and qualitative characteristics of the transmission

and reflection of electron states at single interfaces between real materials, one of which is an itinerant

ferromagnet. The advantage of focussing on the full scattering matrix, rather than simply calculating

the conductance, is that it provides us with greater insight and is a very convenient point of contact

with other theories, such as random matrix theory [30] or circuit theory [31]. By interfacing with phe-

nomenological theories, we can make contact relatively easily with more complex transport problems. A

transport in general, including both Spintronics, giant magnetoresistance (GMR) and tunneling magnetoresistance

(TMR).
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Figure 28: Gmin
P (H), Gmaj

P (N), and Gσ
AP (×) for an Fe1−xCox|vacuum|Fe1−xCox magnetic

tunnel junction with 8 ML thick vacuum barrier as a function of x, the concentration of Co

atoms, calculated in the virtual crystal (VCA: solid lines) and CPA/supercell (SC: dashed lines)

approximations. Conductances are configuration averaged and normalized to a 1 × 1 surface

unit cell. Inset: TMR in VCA (◦) and CPA/SC (•) approximations.

good example of this is the study of the materials dependence of the suppression of Andreev scattering

at a ferromagnetic|superconducting interface. This is a problem which had been studied phenomeno-

logically [30] without taking into account details of the electronic structure of materials which might be

used in an actual experiment. Because it had been formulated in terms of the scattering matrix for the

F|S interface with the superconducting material in its normal state, it was straightforward to introduce

and study the dependence on the constituent materials [38]. We argue that such an approach may be

more fruitful than a frontal, brute force approach to calculating transport properties entirely from first

principles.
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[6] J. Kudrnovský, V. Drchal, C. Blaas, P. Weinberger, I. Turek, and P. Bruno, Phys. Rev. B 62, 15084

(2000).

[7] K. Xia, P. J. Kelly, G. E. W. Bauer, I. Turek, J. Kudrnovský, and V. Drchal, Phys. Rev. B 63,
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