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Abstract

Over the last two decades, following the early developments on maximally localized Wan-

nier functions, an ecosystem of electronic-structure simulation techniques and software pack-

ages leveraging the Wannier representation has flourished. This environment includes codes

to obtain Wannier functions and interfaces with first-principles simulation software, as well

as an increasing number of related post-processing packages. Wannier functions can be ob-

tained for isolated or extended systems (both crystalline and disordered), and can be used to
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understand chemical bonding, to characterize electric polarization, magnetization, and topol-

ogy, or as an optimal basis set, providing very accurate interpolations in reciprocal space or

large-scale Hamiltonians in real space. In this review, we summarize the current landscape

of techniques, materials properties and simulation codes based on Wannier functions that

have been made accessible to the research community, and that are now well integrated into

what we term a Wannier function software ecosystem. First, we introduce the theory and

practicalities of Wannier functions, starting from their broad domains of applicability to

advanced minimization methods using alternative approaches beyond maximal localization.

Then we define the concept of a Wannier ecosystem and its interactions and interoperabil-

ity with many quantum simulations engines and post-processing packages. We focus on

some of the key properties and capabilities that are empowered by such ecosystem—from

band interpolations and large-scale simulations to electronic transport, Berryology, topology,

electron-phonon couplings, dynamical mean-field theory, embedding, and Koopmans func-

tionals—concluding with the current status of interoperability and automation. The review

aims at highlighting basic theory and concepts behind codes, providing relevant pointers

to more in-depth references. It also elucidates the relationships and connections between

codes and, where relevant, the different motivations and objectives behind their develop-

ment strategies. Finally, we provide an outlook on future developments, and comment on

the goals of biodiversity and sustainability for the whole software ecosystem.

1 Introduction

Wannier functions (WFs) [3], and in particular maximally localized Wannier functions (MLWFs)

[4], provide an accurate, compact, and localized representation of the electronic-structure prob-

lem, and have become widely used in computational condensed-matter physics and materials

science [5].

Thanks to developments in theory, algorithms and implementations over the past few decades,

summarized in Sec. 2, it has now become possible to apply widely the concept of MLWFs to

single-particle theories and in particular to Kohn–Sham (KS) density-functional theory (DFT)

simulations, to obtain localized orbitals from Bloch states; the latter can be themselves repre-

sented with localized or extended basis sets, such as plane waves. On one hand, these devel-

opments have benefited from profound connections between WFs and physical quantities such

as electric polarization, orbital magnetization and topological invariants [6–10]. On the other

hand, the ability to obtain MLWFs from DFT simulations can enable the calculation of physical

quantities with high accuracy, but at a fraction of the computational cost, thanks to their role as

very accurate interpolators [11–13]. Finally, although not discussed here, localized representa-

tions have long been pioneered by the quantum chemistry community to interpret coordination

and bonding [14], and MLWFs extend to periodic systems the concept of Foster-Boys localized

orbitals [15], thanks to algorithmic breakthroughs in calculating the position operator in solids

[16–20].

Wannier functions are typically localized or even exponentially localized [21–23], and due to

the nearsightedness of interacting electrons [24–26], local electronic properties only depend on

the nearby environment [27–30]. As a consequence, the resulting Hamiltonian matrix expressed

in a localized basis set (such as MLWFs [12, 31]) becomes sparse, i.e., it displays negligible



matrix elements—or hoppings, in the language of a tight-binding (TB) formalism—if the distance

between the corresponding localized basis functions exceeds a given threshold. In this sense,

MLWFs constitute an optimal choice as they decay exponentially in real space [23] and they

minimize a localization functional by design [4, 5]. The resulting MLWFs can be used as a

basis set to build, LEGO™-like, the electronic structure of large-scale nanostructures [12] (that,

thanks to the sparsity of the resulting Hamiltonian matrix, could be solved with linear-scaling

methods [32–34]), or as a remarkably accurate interpolators of electronic properties, operators

and quantities defined as integrals over the Brillouin zone (BZ) of periodic systems [11, 13].

Interpolation on dense grids becomes essential when very fine features need to be resolved, as

happens when integrals are restricted to lower-dimensional manifolds (such as the Fermi surface,

in the case of transport properties of metals).

Nowadays, MLWFs are routinely used in many research areas of condensed-matter physics and

materials science. In Sec. 2 we summarize the past and current challenges, discussing how we

reached the current state. The flourishing of this field is not only due to theoretical advances, but

also strongly driven by the concerted development of accessible and efficient software. Indeed,

thanks to the availability of robust software packages (often open-source, encouraging further

contributions), and to the user support provided by developers, researchers can now not only

easily compute MLWFs, but also use them as core ingredients for advanced simulations. As more

codes appear, they adopt the de facto standardization of input and output formats, resulting

in a set of interacting and interoperating codes that we will call here the “Wannier function

software ecosystem.”

This review does not aim to provide an extensive discussion of the theory of MLWFs, for which

we refer to [5], although we do provide a general introduction to the field in Sec. 1.1. Instead,

the goal is to discuss the nature of the ecosystem and the capabilities of existing codes, focusing

in Sec. 3 on a selection of physical phenomena or quantities that can be efficiently predicted

thanks to WFs, and on how WFs are used as an ingredient to extend the accuracy of beyond-

DFT simulations. Nevertheless, we will still mention a few notable developments of the past

decade, whenever useful to contextualize the theoretical and software developments. Our aim

is to provide a reference that can help newcomers and existing practitioners alike navigate the

ecosystem: which properties can be computed by which codes, when and why the use of WFs

is beneficial, which quantities are exchanged between codes, and how interoperability is being

addressed.

To facilitate the discussion of the codes, in this review we group them into three major cate-

gories: Wannier engines, i.e., codes to obtain WFs; interface codes between the first-principles

engines (e.g., DFT or GW codes) and the Wannier engines; and Wannier-enabled codes, which

range from relatively simple post-processing tools to more advanced codes that use WFs as one

of the ingredients to accelerate accurate simulations. A fourth category of codes that we discuss

in Sec. 3.10 are automation workflows. Indeed, until very recently the generation of WFs typi-

cally required human intuition by experienced researchers to provide initial trial orbitals. This

barrier has been largely removed by recent algorithmic and automation efforts (see Sec. 2.4),

enabling the use of WFs both by new users and for high-throughput materials discovery and

characterization. In the latter case, managing thousands (or more) simulations poses new chal-

lenges, which require not only the use of robust workflow engines, but also the implementation



of WF-specific workflows to effectively interconnect multiple codes within the ecosystem.

We will conclude in Sec. 4 with some perspectives on the field related to the sustainability of the

whole effort, current challenges that still need to be addressed, and possible future developments.

1.1 Ab initio electronic structure and Wannier functions

Electronic-structure simulations aim to determine the behavior of electrons in materials and

molecules, as governed by the Schrödinger or Dirac equations. Electrons feel Coulomb interac-

tions among themselves and with the nuclei, in addition to couplings with external fields (e.g.,

electrical, magnetic, or electromagnetic/photons) or perturbations (e.g., strain, phonons). The

core electrons of heavy chemical elements can reach relativistic speeds, requiring the Schrödinger

equation to be corrected with terms obtained from an expansion of the Dirac equation in powers

of 1/c2, where c is the speed of light. The most relevant relativistic correction is spin-orbit

coupling, which is responsible for several important phenomena related to magnetism and to

geometrical and topological properties of the electronic manifold (see Sec. 3.5 and Sec. 3.6).

An exact solution of the Schrödinger equation (either the bare one, or with relativistic correc-

tions) would give access to essentially all property of materials. This problem was already clear

in 1929, when Paul Dirac declared: “The underlying physical laws necessary for the mathemat-

ical theory of a large part of physics and the whole of chemistry are thus completely known,

and the difficulty is only that the exact application of these laws leads to equations much too

complicated to be soluble” [35].

For more than fifty years, ab initio or first-principles methods have been developed to ap-

proximately solve the Schrödinger equation in realistic settings [36, 37], with more accurate

strategies and theories being developed. In parallel, the exponential growth of computational

power (Moore’s law) has allowed to deploy these new theoretical instruments through numerical

simulations, constantly seeking not only to improve accuracy but also targeting more complex

and realistic systems. Quickly, numerical solutions became sufficiently accurate to be predictive

for a number of properties in relevant systems: the era of first-principles materials modeling had

begun [38, 39].

An iconic example is given by DFT, which made it possible to determine the electronic structure

of complex materials with reasonable accuracy at low cost. In DFT, the total energy of the

electrons is expressed as a functional of the electronic charge density [36, 37]. The theory is

supported by two pillars, the Hohenberg–Kohn theorems, which state not only a one-to-one

correspondence between the ground-state many-body wavefunction and the ground-state charge

density, but also formulate a variational total-energy functional: the solution of the Schrödinger

equation can be recast as a minimization problem for the charge density, a remarkably simpler

object (a real function of r) than the many-body wavefunction we started from (a complex

function of 3Ne variables, where Ne is the number of electrons in the system).

In KS DFT, the interacting many-body problem is mapped onto a non-interacting problem

sharing the same ground-state charge density but in presence of a suitable local external po-

tential; the latter is in general unknown. This ansatz enables the kinetic energy contribution

to be calculated accurately through the second derivatives of the KS orbitals; this quantity is



hard to calculate directly from the charge density alone. The success of DFT has been possible

also thanks to the discovery and development of simple functionals that approximate the exact,

but unknown, total-energy functional. Hence, the KS-DFT approach to solving the many-body

Schrödinger equation translates into solving a set of non-interacting one-particle Schrödinger

equations in presence of an external potential that depends, self-consistently, upon the charge

density only. Although the outstanding importance of DFT has been recognized by the 1998

Nobel Prize in chemistry awarded to Walter Kohn (for DFT) and John Pople (for computational

methods in quantum chemistry), its impact on the physics community has been, if possible, even

greater: the top ten most highly cited articles published by the American Physical Society deal

with DFT and related applications [40].

The electronic structure of materials and molecular systems is, at the same time, very simi-

lar and yet very different. To some extent, extended bulk materials can be seen as very large

molecules and one could focus on the local electronic structure in real space, which is peri-

odically repeated in the case of a crystalline materials (e.g., metals, semiconductors, oxides).

This viewpoint is supported by the mathematical structure of the Schrödinger equation and its

solutions, as observed by Kohn [26]: the electronic structure is fundamentally a local property,

“nearsighted” to what happens at further distance in real space. The effect of chemical bond-

ing and the presence of the lattice can be seen as perturbations to the case of isolated atoms,

with their well-defined s, p, d and f orbitals. This perspective is powerful and foundational for

linear-scaling methods, which target the simulation of large systems and leverage a description

based on localized orbitals. Yet materials are not just very large molecules, and “more is dif-

ferent” [41]. Extended systems are practically infinite and can thus be described using periodic

boundary conditions (PBCs). As will be discussed in more formal terms in Sec. 2, the electronic

structure of a material under PBCs is more naturally described in terms of Bloch orbitals, which

are not localized in real space. Indeed, a different perspective often drives the discussion of the

electronic structure of periodic crystals: the behavior in reciprocal (i.e., Fourier-transformed)

space. A textbook example is semiconductor physics, that is in general much better understood

(and taught) by studying solutions of the Schrödinger equation in such reciprocal space. This

approach, somewhat orthogonal to the large-molecule perspective, is indeed also very powerful

both at a conceptual and practical level. As a side note, many electronic-structure codes for ma-

terials actually adopt a completely delocalized basis (e.g., plane waves) to describe the periodic

part of the Bloch orbitals [36, 42, 43].

How can we reconcile these two, almost opposite, perspectives? Remarkably, one can use the

fundamental “gauge freedom” of quantum mechanics: First, any quantum state is defined mod-

ulo a phase factor. Second, if one considers a set of single-particle states separated in energy

from other states, then any trace operation on this manifold is invariant with respect to any

unitary transformation among the orbitals; we call this a “generalized” gauge freedom. However,

and this is the crucial aspect, the localization properties of that set of states strongly depend

on their gauge.

WFs provide a rigorous and insightful way to reconcile the real-space and localized perspective

with the reciprocal-space (Fourier) and delocalized one. As it will be clear in the next section,

MLWFs in particular exploit the generalized gauge freedom to transform delocalized orbitals

into localized ones (and vice versa), by constructing the proper unitary matrices.



2 Wannier functions fundamentals

The electronic structure of periodic crystals is most commonly described in terms of Bloch waves

ψnk(r) = unk(r) eik·r, where k is the crystal momentum, and n is the band index. This is the

case in textbooks on solid-state theory, but also for the many software packages that solve the KS

equations for crystalline solids. A few years after Felix Bloch developed the theory of electron

waves in periodic crystals [44], Gregory Wannier introduced an alternative representation in

terms of an orthonormal set of localized functions [3], the Wannier functions. Given an isolated

Bloch band n, the WF wnR(r) = ⟨r|Rn⟩ = wn0(r−R) associated with the unit cell labelled by

lattice vector R is defined as [3]

|Rn⟩ =
Vcell

(2π)3

∫

BZ
dk e−ik·R |ψnk ⟩ , (1)

where Vcell is the unit-cell volume.

Since their inception, WFs have been employed as a conceptual tool to tackle problems in

solid-state physics (see, e.g., [45]). However, in the first sixty years following Wannier’s paper,

there were few actual calculations of WFs for real materials (see, e.g., [46–48]). The main

obstacle was the fact that WFs are strongly non-unique, being sensitive to the generalized

gauge freedom discussed earlier, e.g., to k-dependent phase changes |ψnk⟩ → e−iβnk |ψnk⟩ with

βnk ∈ R (gauge transformations) of the Bloch eigenstates. In addition, the energy bands of

real materials typically become degenerate at points, lines, or even entire planes in the BZ.

The presence of degeneracies leads to poor localization properties of the WFs obtained from

Eq. (1), because no matter how the phase factors e−iβnk are chosen, the Bloch eigenfunctions

are non-differentiable functions of k at the degeneracy points.

2.1 Maximally localized Wannier functions

In the following, we discuss the widely used Wannierization methods introduced in [4, 11],

while we refer the reader to Sec. 2.4 for an overview of more recent and advanced minimization

methods.

2.1.1 Isolated composite groups of bands

Consider a group of J Bloch bands of orthonormal |ψnk⟩ Bloch states that may be connected

among themselves by degeneracies, but are isolated from all lower or higher bands, e.g., the six

valence bands in Fig. 3. Given such a composite group, the most general expression for the

associated WFs is [4]

|Rj⟩ =
Vcell

(2π)3

∫

BZ
dk e−ik·R |ψW

jk⟩ , (2a)

|ψW
jk⟩ =

J∑

n=1

|ψnk⟩Uk,nj , (2b)

where the Uk are J×J unitary matrices that describe the generalized (multiband) gauge freedom

within the Bloch manifold at each k. The superscript W denotes a Wannier gauge, as opposed



to a Hamiltonian gauge (later denoted by H) where the Hamiltonian matrix is diagonal. Note

that at variance with Eq. (1), in Eq. (2) there is not a one-to-one correspondence between the

band index n and the intra-cell Wannier index j.

Marzari and Vanderbilt (MV) introduced the concept of MLWFs, in which the Uk matrices are

chosen so as to minimize the total quadratic spread of the WFs [4]:

Ω =

J∑

j=1

[
⟨0j | r2 |0j ⟩ − |⟨0j | r |0j ⟩|2

]
. (3)

As discussed later (see Sec. 2.3.1) the spread (a.k.a. localization) functional Ω and its gradient

with respect to an infinitesimal gauge transformation can be expressed in reciprocal space;

furthermore, the BZ integration in Eq. (2a) is replaced by a discrete sum (1/N)
∑

k where N is

the number of k points in the finite grid used in the numerical simulations, and the optimal Uk

matrices are found by iteratively minimizing the functional Ω (see also [4] for the mathematical

details).

From general Fourier-transform considerations [49], the good real-space localization properties

of the MLWFs on the left-hand side of Eq. (2a) mean that the Bloch-like states |ψW
jk⟩ appearing

on the right-hand side are smooth functions of k for the optimal choice of Uk matrices in Eq. (2b)

(or for any other choice leading to well-localized WFs).

The details of the MV methodology can be found in [4, 5]; in the case of single k-point sampling

(large unit cells), it is equivalent to the Foster-Boys scheme used in quantum chemistry to con-

struct localized molecular orbitals [15]. It should be noted that other localization criteria can

be used for the purpose of obtaining localized orbitals, e.g., the Edmiston–Ruedenberg [14] and

Pipek–Mizey [50] approaches, based on maximizing the Coulomb self-repulsion of the orbitals

and the sum of the squares of the Mulliken charges [51] associated with the orbitals, respectively.

Whilst these are more challenging to adapt to a periodic, multi-k-point formulation, there has

been recent work to obtain WFs for periodic systems using the Pipek–Mezey localization cri-

terion [52, 53]. Nevertheless, the MV approach of minimizing the quadratic spread is still the

most widely used approach for periodic systems.

To provide an illustrative example of the Wannierization procedure, we briefly discuss here the

simple example of a slightly dimerized polyyne-like carbon chain, i.e., a chain of carbon atoms

with two atoms per unit cell and alternating distances d1 and d2. Fig. 1 displays the results of

actual DFT calculations, where carbon–carbon distances are d1 = 1.245Å and d2 = 1.345Å, and

the lattice parameter is thus a = 2.6Å. We compute the electronic band structure of this linear

chain with the Quantum ESPRESSO code [54, 55], which uses pseudopotentials with a plane-wave

basis set, where the bands originating from the 1s orbitals of carbon are not explicitly computed.

If these 1s core orbitals were computed explicitly, they would be almost-flat bands (since the

orbitals are very localized) at lower energy. At the center of panel (c) of Fig. 1 we show the

two lowest bands considered in the DFT calculation. A projected density of states calculation

(not shown here) shows that these two lowest bands originate from a combination of 2s and 2px

orbitals centered on the two atoms in the unit cell. In addition to being separated from all other

bands, these two bands are also separated from each other by a small gap at X (the two bands

would instead be degenerate at X for a non-dimerized chain, i.e., when d1 = d2). Therefore,

they are isolated, and each of them can be Wannierized separately.



In Figure 1(c), we also plot the wavefunctions ψnk as provided by the ab initio engine, computed

on a regular 4 × 1 × 1 grid in the BZ composed of the four points k1 = Γ = (0, 0, 0), k2 =

(π/2a, 0, 0), k3 = X = (π/a, 0, 0), k4 = (3π/2a, 0, 0). The legend to interpret these plots is

provided in panel (a) of Fig. 1: in particular, we represent the real (green) and imaginary (red)

components of complex wavefunctions (e.g., ψnk, ψW
nk, . . .) along the x axis passing through the

carbon chain, i.e., ψnk(x, 0, 0). Given the 4×1×1 sampling of the BZ, both the wavefunctions and

the resulting WFs are periodic in a real-space 4×1×1 supercell, i.e., the same one shown in the

panels of Fig. 1. Note that, while in most use cases the ψnk are eigenstates of the Hamiltonian,

this might not be true for all codes. In general, the phases of each state ψnk are random (e.g.,

they often come from independent diagonalizations at each k point). In addition, if we consider

multiple bands with degeneracies, then the degenerate states would also be randomly mixed

among each other. (This would happen, for instance, at the k point X for a non-dimerized

chain, as discussed earlier.) As a consequence, the simple sum of the ψnk according to Eq. (1)

does not provide a well-localized function, as shown in panel (d) of Fig. 1.

However, each ψnk at every k point can be rotated by the optimized Uk matrices obtained from a

Wannierization procedure. In this case, since J = 1, the Uk at each k point is a 1×1 matrix, i.e.,

simply a complex phase Uk = eiϕk that can be visualized as a rotation in the plot; this is marked

by the blue circular arrow in Fig. 1(a). In this simple one-dimensional case (i.e., for a single

band) the Wannierization is essentially trivial, as discussed e.g. in Sec. IV.C.1 of Ref. [4]: one has

to just impose that the same-band overlaps between adjacent k points are equal to eiϕn/4, where

ϕn is the the Berry phase of the entire band n and the factor 1
4 accounts for the fact that there

are four k points (see later Eq. (69) in Sec. 3.6 for a discussion of Berry phases). This condition is

realized by making the appropriate phase rotations eiϕk at every k point that counterbalance the

random phases coming from the ab initio code, thus delivering maximal smoothness in reciprocal

space, corresponding to the so-called twisted parallel-transport gauge [10]. The rotated states

ψW
nk are shown in panel (e) and (g) for the second lowest (n = 2) and lowest (n = 1) bands,

respectively. When these ψW
nk are summed as prescribed by Eq. (2a), localization emerges and

we obtain the final MLWFs WF1 and WF2, shown both in panels (f) and (h), respectively, and in

panel (b) as 3D isosurfaces. Note that a final global phase rotation might be required to ensure

real-valued MLWFs. Intuitively, WF1 can be interpreted as (predominantly) originating from a

linear combination of s orbitals on the C atoms, while WF2 as (predominantly) originating from

a linear combination of px orbitals on the C atoms (with opposite signs, so that the positive

part of the px orbitals centered on two neighboring C atoms sums constructively in the middle

of the C–C bond).

We can also treat the two bottom energy bands as a composite group. In this case the Uk are

2 × 2 unitary matrices, whose action on the Bloch wavefunctions,

(ψW
1 ψW

2 ) = (ψ1 ψ2)

(
U11 U12

U21 U22

)
, (4)

is represented schematically in Fig. 2(a). We note that, in such a simple case with only two bands,

the action of a unitary matrix could be generally interpreted as a sequence of complex phase

rotations of the two initial states, a rotation that mixes the two states, and a final additional

complex phase rotation between the two final states. In this case, each pair of ψnk at every k



point can be mixed by the optimized Uk matrices obtained from a Wannierization procedure.

The rotated states ψW
nk are shown in panel (e) (for convenience of the reader, we repeat in panels

(c) and (d) of Fig. 2 the same band structure and ψnk wavefunctions as in panels (c) and (d) of

Fig. 1). When these ψW
nk are summed as prescribed by Eq. (2a), we obtain the final MLWFs |Rj⟩

(j = 1, 2) shown in panel (f), and localization is now apparent (the figure shows the MLWFs

for R = 0). Also in this case, a final global phase rotation might be required to ensure real-

valued MLWFs. We finally note that, since we now give more freedom to the states to mix,

the resulting MLWFs are more localized than those of Fig. 1(b). Also, the two WFs of Fig. 1

(separate Wannierization) can be obtained as a linear combination of the eight WFs of Fig. 2

(combined Wannierization), i.e., WF1 and WF2 translated by R−1 = (−a, 0, 0), R0 = (0, 0, 0),

R1 = (a, 0, 0) and R2 = (2a, 0, 0). The opposite is also true: WF1 and WF2 of Fig. 2 are a

linear combination of the eight WFs of Fig. 1 translated by R−1, R0, R1, R2.

2.1.2 Entangled bands

The MV approach described above provides a means to construct well-localized WFs from

isolated groups of bands, such as the valence bands of insulators. However, it is often useful to

obtain WFs from non-isolated (or “entangled”) groups of bands. Typical examples include the

low-lying conduction bands or the valence plus conduction bands of insulators (see Fig. 3), and

the bands crossing the Fermi level in metals.

A possible strategy to deal with such cases is to first identify an appropriate J-dimensional

Bloch manifold at each k point from a larger set of Jk Bloch eigenstates |ψmk⟩, e.g., the ones

within some energy window. Formally, this band-disentanglement step can be expressed as

|ψ̃nk⟩ =

Jk∑

m=1

|ψmk⟩ Ṽk,mn , (5)

where the Ṽk are Jk × J matrices satisfying Ṽ †
k Ṽk = 1J×J . In 2001, Souza, Marzari and Van-

derbilt [11] (SMV) introduced a practical scheme to extract an optimally smooth Bloch-like

subspace P̂ =
∑J

n=1 |ũnk⟩ ⟨ũnk| across the BZ, from which a set of MLWFs could then be ob-

tained using the MV prescription. The resulting “disentangled WFs” are given by Eq. (2) with

the ab initio Bloch eigenstates |ψnk⟩ therein replaced by the disentangled Bloch-like states |ψ̃nk⟩,
that is,

|Rj⟩ =
1

N

∑

k

e−ik·R |ψW
jk⟩ , (6a)

|ψW
jk⟩ =

Jk∑

n=1

|ψnk⟩Vk,nj , (6b)

where the Jk × J matrices Vk = ṼkUk encode the net result of the disentanglement (subspace-

selection) and maximal localization (gauge-selection) steps. As in the case of Eq. (2), the states

|ψW
jk⟩ in Eq. (6) are smooth functions of k whenever the associated WFs are well localized.

The disentanglement step can be carried out in such a way that the ab initio eigenstates are

described exactly within a “frozen” or “inner” energy window that is contained by the “outer”

energy window mentioned earlier [11]. This is useful, for example, when studying transport



(e)
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WF2

<latexit sha1_base64="zF+6UtokK+MYSp+2zSCEmxyTsms=">AAAB9HicbZBLSwMxFIXv1Fetr6pLN8EiuCozItVlQRCXLdgHtEPJpGkbmsmMyZ1iGQr+CzcuFHHrj3HnvzF9LLT1QODjnBtyc4JYCoOu++1k1tY3Nrey27md3b39g/zhUd1EiWa8xiIZ6WZADZdC8RoKlLwZa07DQPJGMLyZ5o0R10ZE6h7HMfdD2leiJxhFa/lt5I+ow7RxO+l4nXzBLbozkVXwFlCAhSqd/Fe7G7Ek5AqZpMa0PDdGP6UaBZN8kmsnhseUDWmftywqGnLjp7OlJ+TMOl3Si7Q9CsnM/X0jpaEx4zCwkyHFgVnOpuZ/WSvB3rWfChUnyBWbP9RLJMGITBsgXaE5Qzm2QJkWdlfCBlRThrannC3BW/7yKtQvil6pWKpeFsrVp3kdWTiBUzgHD66gDHdQgRoweIBneIU3Z+S8OO/Ox3w04ywqPIY/cj5/AAb8krs=</latexit>

WF1
<latexit sha1_base64="VWJ7Bk4i0Yb6XhcEM/Etwhgz1Tc=">AAACA3icbVDLSsNAFJ3UV62vqDvdDBbBVUlEqsuCG3dWsA9oYphMJ+3QyYOZG7GEgBt/xY0LRdz6E+78GydtF9p64MLhnHu59x4/EVyBZX0bpaXlldW18nplY3Nre8fc3WurOJWUtWgsYtn1iWKCR6wFHATrJpKR0Bes448uC79zz6TicXQL44S5IRlEPOCUgJY888BJFPcy2wkJDP0gG+X5nQPsAXDHM6tWzZoALxJ7RqpohqZnfjn9mKYhi4AKolTPthJwMyKBU8HyipMqlhA6IgPW0zQiIVNuNvkhx8da6eMglroiwBP190RGQqXGoa87i1PVvFeI/3m9FIILN+NRkgKL6HRRkAoMMS4CwX0uGQUx1oRQyfWtmA6JJBR0bBUdgj3/8iJpn9bseq1+c1ZtXM/iKKNDdIROkI3OUQNdoSZqIYoe0TN6RW/Gk/FivBsf09aSMZvZR39gfP4AfSyYHg==</latexit>

 W
1k

<latexit sha1_base64="/N65P7Cltbhu1lAcUvP5aD3yx4s=">AAACA3icbVDLSsNAFJ34rPUVdaebwSK4KkmR6rLgxp0V7AOaGCbTSTt08mDmRiyh4MZfceNCEbf+hDv/xkmbhbYeuHA4517uvcdPBFdgWd/G0vLK6tp6aaO8ubW9s2vu7bdVnErKWjQWsez6RDHBI9YCDoJ1E8lI6AvW8UeXud+5Z1LxOLqFccLckAwiHnBKQEueeegkintZzQkJDP0gG00mdw6wB8Adz6xYVWsKvEjsglRQgaZnfjn9mKYhi4AKolTPthJwMyKBU8EmZSdVLCF0RAasp2lEQqbcbPrDBJ9opY+DWOqKAE/V3xMZCZUah77uzE9V814u/uf1Uggu3IxHSQosorNFQSowxDgPBPe5ZBTEWBNCJde3YjokklDQsZV1CPb8y4ukXava9Wr95qzSuC7iKKEjdIxOkY3OUQNdoSZqIYoe0TN6RW/Gk/FivBsfs9Ylo5g5QH9gfP4AfsOYHw==</latexit>

 W
2k

(f)

(g) (h)

<latexit sha1_base64="N5sS1mfSb3VeTAikTQfyRblbpak=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBU0hUqheh4EGPFewHNLFstpt26WYTdjeFEvpPvHhQxKv/xJv/xm2bg1YfDDzem2FmXphyprTrflmlldW19Y3yZmVre2d3z94/aKkkk4Q2ScIT2QmxopwJ2tRMc9pJJcVxyGk7HN3M/PaYSsUS8aAnKQ1iPBAsYgRrI/Vs20+H7No795zao0+YJD276jruHOgv8QpShQKNnv3p9xOSxVRowrFSXc9NdZBjqRnhdFrxM0VTTEZ4QLuGChxTFeTzy6foxCh9FCXSlNBorv6cyHGs1CQOTWeM9VAtezPxP6+b6egqyJlIM00FWSyKMo50gmYxoD6TlGg+MQQTycytiAyxxESbsComBG/55b+kdeZ4Nad2f1Gt3xZxlOEIjuEUPLiEOtxBA5pAYAxP8AKvVm49W2/W+6K1ZBUzh/AL1sc314mSiQ==</latexit>

� = 131.6�
<latexit sha1_base64="+rLhKx+t/0+XnyWdhB74b66qkBw=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgKiQq1S6EggtdVrAPaGKZTCft0MkkzEwKJfRP3LhQxK1/4s6/cfpYaPXAhcM593LvPWHKmdKu+2UVVlbX1jeKm6Wt7Z3dPXv/oKmSTBLaIAlPZDvEinImaEMzzWk7lRTHIaetcHgz9VsjKhVLxIMepzSIcV+wiBGsjdS1bT8dsGvvvOpUH33CJOnaZddxZ0B/ibcgZVig3rU//V5CspgKTThWquO5qQ5yLDUjnE5KfqZoiskQ92nHUIFjqoJ8dvkEnRilh6JEmhIazdSfEzmOlRrHoemMsR6oZW8q/ud1Mh1dBTkTaaapIPNFUcaRTtA0BtRjkhLNx4ZgIpm5FZEBlphoE1bJhOAtv/yXNM8cr+JU7i/KtdtFHEU4gmM4BQ8uoQZ3UIcGEBjBE7zAq5Vbz9ab9T5vLViLmUP4BevjG+iHkpQ=</latexit>

� = 139.9�
<latexit sha1_base64="jqqfGlgykDmLns8JoDPMpDkp+ds=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoJVgETyEJUr0IBQ96rGA/oIlls920SzebsLsRaugv8eJBEa/+FG/+G7dtDtr6YODx3gwz88KUUakc59sora1vbG6Vtys7u3v7VfPgsC2TTGDSwglLRDdEkjDKSUtRxUg3FQTFISOdcHw98zuPREia8Hs1SUkQoyGnEcVIaalvVv10RK88z/YefEwF7ps1x3bmsFaJW5AaFGj2zS9/kOAsJlxhhqTsuU6qghwJRTEj04qfSZIiPEZD0tOUo5jIIJ8fPrVOtTKwokTo4sqaq78nchRLOYlD3RkjNZLL3kz8z+tlKroMcsrTTBGOF4uijFkqsWYpWAMqCFZsognCgupbLTxCAmGls6roENzll1dJ27Pdul2/O681boo4ynAMJ3AGLlxAA26hCS3AkMEzvMKb8WS8GO/Gx6K1ZBQzR/AHxucPXjmSSg==</latexit>

� = 22.2�
<latexit sha1_base64="rhUgejQS4y4qKp6kfbcZLnNOuJk=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoJVgETyFRqfYgFDzosYL9gCaWzXbTLt1swu5GqKG/xIsHRbz6U7z5b9y2OWjrg4HHezPMzAsSRqVynG+jsLK6tr5R3Cxtbe/sls29/ZaMU4FJE8csFp0AScIoJ01FFSOdRBAUBYy0g9H11G8/EiFpzO/VOCF+hAachhQjpaWeWfaSIb2qndm1Bw9TgXtmxbGdGaxl4uakAjkaPfPL68c4jQhXmCEpu66TKD9DQlHMyKTkpZIkCI/QgHQ15Sgi0s9mh0+sY630rTAWuriyZurviQxFUo6jQHdGSA3lojcV//O6qQov/YzyJFWE4/miMGWWiq1pClafCoIVG2uCsKD6VgsPkUBY6axKOgR38eVl0jq13apdvTuv1G/yOIpwCEdwAi5cQB1uoQFNwJDCM7zCm/FkvBjvxse8tWDkMwfwB8bnD3Vmklk=</latexit>

� = 93.9�

<latexit sha1_base64="klMmKNtJGv4PUcbXHBCUCfmUih4=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgxpCIVrsQCi50WcE+oIllMp20QycPZiaFEvonblwo4tY/ceffOG2z0NYDFw7n3Mu99/gJZ1LZ9rdRWFldW98obpa2tnd298z9g6aMU0Fog8Q8Fm0fS8pZRBuKKU7biaA49Dlt+cPbqd8aUSFZHD2qcUK9EPcjFjCClZa6pukmA3Zzdlm1qk8uYYJ0zbJt2TOgZeLkpAw56l3zy+3FJA1ppAjHUnYcO1FehoVihNNJyU0lTTAZ4j7taBrhkEovm10+QSda6aEgFroihWbq74kMh1KOQ193hlgN5KI3Ff/zOqkKrr2MRUmqaETmi4KUIxWjaQyoxwQlio81wUQwfSsiAywwUTqskg7BWXx5mTTPLadiVR4uyrW7PI4iHMExnIIDV1CDe6hDAwiM4Ble4c3IjBfj3fiYtxaMfOYQ/sD4/AHlaZKS</latexit>

� = �59.9�
<latexit sha1_base64="L9NtpcygFD0e18r91XOxEts4iIQ=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgxpCIVjdCwYUuK9gHNLFMppN26GQSZiaFEvonblwo4tY/ceffOH0stPXAhcM593LvPWHKmdKu+20VVlbX1jeKm6Wt7Z3dPXv/oKGSTBJaJwlPZCvEinImaF0zzWkrlRTHIafNcHA78ZtDKhVLxKMepTSIcU+wiBGsjdSxbT/ts5uzS8+pPPmESdKxy67jToGWiTcnZZij1rG//G5CspgKTThWqu25qQ5yLDUjnI5LfqZoiskA92jbUIFjqoJ8evkYnRili6JEmhIaTdXfEzmOlRrFoemMse6rRW8i/ue1Mx1dBzkTaaapILNFUcaRTtAkBtRlkhLNR4ZgIpm5FZE+lphoE1bJhOAtvrxMGueOV3EqDxfl6t08jiIcwTGcggdXUIV7qEEdCAzhGV7hzcqtF+vd+pi1Fqz5zCH8gfX5A9Rrkoc=</latexit>

� = �51.6�
<latexit sha1_base64="XtDj5/ewm3339Cz0b3e6zk1IgbQ=">AAAB+nicbVBNS8NAEJ34WetXqkcvwSJ4MSRFqh6Eggc9VrAf0MSy2W7apZtN2N0oJfanePGgiFd/iTf/jds2B219MPB4b4aZeUHCqFSO820sLa+srq0XNoqbW9s7u2ZprynjVGDSwDGLRTtAkjDKSUNRxUg7EQRFASOtYHg18VsPREga8zs1SogfoT6nIcVIaalrlrxkQC9P3OqFXbn3MBW4a5Yd25nCWiRuTsqQo941v7xejNOIcIUZkrLjOonyMyQUxYyMi14qSYLwEPVJR1OOIiL9bHr62DrSSs8KY6GLK2uq/p7IUCTlKAp0Z4TUQM57E/E/r5Oq8NzPKE9SRTieLQpTZqnYmuRg9aggWLGRJggLqm+18AAJhJVOq6hDcOdfXiTNiu1W7ertabl2ncdRgAM4hGNw4QxqcAN1aACGR3iGV3gznowX4934mLUuGfnMPvyB8fkDT5WSxw==</latexit>

� = �169.2�
<latexit sha1_base64="PwwLVdRTd9WNc1auQ/j11Y8xLyU=">AAAB+XicbVDLSsNAFL3xWesr6tLNYBHcGBKRVhdCwYUuK9gHNLFMppN26GQSZiaFEvonblwo4tY/ceffOH0stPXAhcM593LvPWHKmdKu+22trK6tb2wWtorbO7t7+/bBYUMlmSS0ThKeyFaIFeVM0LpmmtNWKimOQ06b4eB24jeHVCqWiEc9SmkQ455gESNYG6lj237aZzfn1xWn/OQTJknHLrmOOwVaJt6clGCOWsf+8rsJyWIqNOFYqbbnpjrIsdSMcDou+pmiKSYD3KNtQwWOqQry6eVjdGqULooSaUpoNFV/T+Q4VmoUh6YzxrqvFr2J+J/XznR0FeRMpJmmgswWRRlHOkGTGFCXSUo0HxmCiWTmVkT6WGKiTVhFE4K3+PIyaVw4XtkpP1yWqnfzOApwDCdwBh5UoAr3UIM6EBjCM7zCm5VbL9a79TFrXbHmM0fwB9bnD+PnkpE=</latexit>

� = �97.6�

° X °

<latexit sha1_base64="BSZ1LjpnRnhrOKb8Pz7AAu69zoQ=">AAAB+XicbVDLSsNAFL2pr1pfUZe6GCyCq5K4qC4LLhTcVLAPaEKdTCft0MkkzEyKJfRDBDcuFHHrn7jzZ8RJ60JbDwwczrmXe+YECWdKO86nVVhaXlldK66XNja3tnfs3b2milNJaIPEPJbtACvKmaANzTSn7URSHAWctoLhRe63RlQqFotbPU6oH+G+YCEjWBupa9ueSqNu5kVYD4IQDSddu+xUnCnQInF/SLnm3N99XT4c1rv2h9eLSRpRoQnHSnVcJ9F+hqVmhNNJyUsVTTAZ4j7tGCpwRJWfTZNP0LFReiiMpXlCo6n6eyPDkVLjKDCTeUI17+Xif14n1eG5nzGRpJoKMjsUphzpGOU1oB6TlGg+NgQTyUxWRAZYYqJNWSVTgjv/5UXSPK241Ur1xi3XrmGGIhzAEZyAC2dQgyuoQwMIjOARnuHFyqwn69V6m40WrJ+dffgD6/0bFoaW/w==</latexit>P
k

<latexit sha1_base64="BSZ1LjpnRnhrOKb8Pz7AAu69zoQ=">AAAB+XicbVDLSsNAFL2pr1pfUZe6GCyCq5K4qC4LLhTcVLAPaEKdTCft0MkkzEyKJfRDBDcuFHHrn7jzZ8RJ60JbDwwczrmXe+YECWdKO86nVVhaXlldK66XNja3tnfs3b2milNJaIPEPJbtACvKmaANzTSn7URSHAWctoLhRe63RlQqFotbPU6oH+G+YCEjWBupa9ueSqNu5kVYD4IQDSddu+xUnCnQInF/SLnm3N99XT4c1rv2h9eLSRpRoQnHSnVcJ9F+hqVmhNNJyUsVTTAZ4j7tGCpwRJWfTZNP0LFReiiMpXlCo6n6eyPDkVLjKDCTeUI17+Xif14n1eG5nzGRpJoKMjsUphzpGOU1oB6TlGg+NgQTyUxWRAZYYqJNWSVTgjv/5UXSPK241Ur1xi3XrmGGIhzAEZyAC2dQgyuoQwMIjOARnuHFyqwn69V6m40WrJ+dffgD6/0bFoaW/w==</latexit>P
k

x

<latexit sha1_base64="WjNk1a25vzEqiO9RerveZ0Oxn3Q=">AAACBHicbVDJSgNBEO1xjXGLesylMQgRQpgRiR4DXgQvUcwCmRB6OpWkSc9Cd40kDDl48Ve8eFDEqx/hzb+xsxw08VEFj/eq6K7nRVJotO1va2V1bX1jM7WV3t7Z3dvPHBzWdBgrDlUeylA1PKZBigCqKFBCI1LAfE9C3RtcTfz6AygtwuAeRxG0fNYLRFdwhkZqZ7IuwhCVn9zB2C1QN9IiPyxQ29RpO5Ozi/YUdJk4c5Ijc1TamS+3E/LYhwC5ZFo3HTvCVsIUCi5hnHZjDRHjA9aDpqEB80G3kukRY3pilA7thsp0gHSq/t5ImK/1yPfMpM+wrxe9ifif14yxe9lKRBDFCAGfPdSNJcWQThKhHaGAoxwZwrgS5q+U95liHE1uaROCs3jyMqmdFZ1SsXR7nivfzONIkSw5JnnikAtSJtekQqqEk0fyTF7Jm/VkvVjv1sdsdMWa7xyRP7A+fwA6VJaN</latexit>

Re (x, 0, 0)

<latexit sha1_base64="xdV3hFFHlj71gPY0TD8Tr4s+0R4=">AAACBHicbVDLSgMxFM34rPVVddlNsAgVSpkRqS4LbhQ3FewDOkPJpJk2NJkZkjvSMnThxl9x40IRt36EO//G9LHQ1sO9cDjnXpJ7/FhwDbb9ba2srq1vbGa2sts7u3v7uYPDho4SRVmdRiJSLZ9oJnjI6sBBsFasGJG+YE1/cDXxmw9MaR6F9zCKmSdJL+QBpwSM1MnlXWBDUDK9kWO3hN1Y8+KwhG1Tp51cwS7bU+Bl4sxJAc1R6+S+3G5EE8lCoIJo3XbsGLyUKOBUsHHWTTSLCR2QHmsbGhLJtJdOjxjjE6N0cRAp0yHgqfp7IyVS65H0zaQk0NeL3kT8z2snEFx6KQ/jBFhIZw8FicAQ4UkiuMsVoyBGhhCquPkrpn2iCAWTW9aE4CyevEwaZ2WnUq7cnReqt/M4MiiPjlEROegCVdE1qqE6ougRPaNX9GY9WS/Wu/UxG12x5jtH6A+szx84tpaM</latexit>

Im (x, 0, 0)

<latexit sha1_base64="dRQyTAUF9qdVS9bFm597mbzO0gs=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEWo8FL4KXCvYD2lA2202zdHcTdjdCCf0LXjwo4tU/5M1/46bNQVsfDDzem2FmXpBwpo3rfjuljc2t7Z3ybmVv/+DwqHp80tVxqgjtkJjHqh9gTTmTtGOY4bSfKIpFwGkvmN7mfu+JKs1i+WhmCfUFnkgWMoJNLg2TiI2qNbfuLoDWiVeQGhRoj6pfw3FMUkGlIRxrPfDcxPgZVoYRTueVYappgskUT+jAUokF1X62uHWOLqwyRmGsbEmDFurviQwLrWcisJ0Cm0ivern4nzdITXjjZ0wmqaGSLBeFKUcmRvnjaMwUJYbPLMFEMXsrIhFWmBgbT8WG4K2+vE66V3WvUW88XNda90UcZTiDc7gED5rQgjtoQwcIRPAMr/DmCOfFeXc+lq0lp5g5hT9wPn8AGc+OUw==</latexit>

�

<latexit sha1_base64="W3XgC2luUruZeXGyqzYKsgvPIWY=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI8BL4KXBMwDkiXMTnqTMbOzy8ysGEK+wIsHRbz6Sd78GyfJHjSxoKGo6qa7K0gE18Z1v53c2vrG5lZ+u7Czu7d/UDw8auo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDPzW4+oNI/lvRkn6Ed0IHnIGTVWqj/1iiW37M5BVomXkRJkqPWKX91+zNIIpWGCat3x3MT4E6oMZwKnhW6qMaFsRAfYsVTSCLU/mR86JWdW6ZMwVrakIXP198SERlqPo8B2RtQM9bI3E//zOqkJr/0Jl0lqULLFojAVxMRk9jXpc4XMiLEllClubyVsSBVlxmZTsCF4yy+vkuZF2auUK/XLUvUuiyMPJ3AK5+DBFVThFmrQAAYIz/AKb86D8+K8Ox+L1pyTzRzDHzifP+yAjRA=</latexit>x

(a)

(c)

<latexit sha1_base64="pjLcYYXzd4i7D43MR30AhSXIUtE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqheh4EGPFe0HtKFstpN26WYTdjdCCf0JXjwo4tVf5M1/47bNQasPBh7vzTAzL0gE18Z1v5zCyura+kZxs7S1vbO7V94/aOk4VQybLBax6gRUo+ASm4YbgZ1EIY0Cge1gfD3z24+oNI/lg5kk6Ed0KHnIGTVWupdXXr9ccavuHOQv8XJSgRyNfvmzN4hZGqE0TFCtu56bGD+jynAmcFrqpRoTysZ0iF1LJY1Q+9n81Ck5scqAhLGyJQ2Zqz8nMhppPYkC2xlRM9LL3kz8z+umJrz0My6T1KBki0VhKoiJyexvMuAKmRETSyhT3N5K2IgqyoxNp2RD8JZf/ktaZ1WvVq3dnVfqN3kcRTiCYzgFDy6gDrfQgCYwGMITvMCrI5xn5815X7QWnHzmEH7B+fgGzc6NhA==</latexit>

n = 1

<latexit sha1_base64="KNhTot3mV15uqpNwRiwBeyWBBoA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKewGiV6EgAc9RjQPSJYwO5lNhszOLjO9Qgj5BC8eFPHqF3nzb5wke9DEgoaiqpvuriCRwqDrfju5tfWNza38dmFnd2//oHh41DRxqhlvsFjGuh1Qw6VQvIECJW8nmtMokLwVjG5mfuuJayNi9YjjhPsRHSgRCkbRSg/qutIrltyyOwdZJV5GSpCh3it+dfsxSyOukElqTMdzE/QnVKNgkk8L3dTwhLIRHfCOpYpG3PiT+alTcmaVPgljbUshmau/JyY0MmYcBbYzojg0y95M/M/rpBhe+ROhkhS5YotFYSoJxmT2N+kLzRnKsSWUaWFvJWxINWVo0ynYELzll1dJs1L2quXq/UWpdpvFkYcTOIVz8OASanAHdWgAgwE8wyu8OdJ5cd6dj0VrzslmjuEPnM8fz1KNhQ==</latexit>

n = 2

<latexit sha1_base64="48YlbAZnm4cWwpP3YD6/14Z+gE8=">AAAB+3icbVDLSsNAFL2pr1pfsS7dBIvgqiRFqsuCG3dWsA9oQphMJ+3QySTMTMQS8ituXCji1h9x5984abPQ1gMDh3Pu5Z45QcKoVLb9bVQ2Nre2d6q7tb39g8Mj87jel3EqMOnhmMViGCBJGOWkp6hiZJgIgqKAkUEwuyn8wSMRksb8Qc0T4kVowmlIMVJa8s26m0jqZy03QmoahNksz32zYTftBax14pSkASW6vvnljmOcRoQrzJCUI8dOlJchoShmJK+5qSQJwjM0ISNNOYqI9LJF9tw618rYCmOhH1fWQv29kaFIynkU6Mkiolz1CvE/b5Sq8NrLKE9SRTheHgpTZqnYKoqwxlQQrNhcE4QF1VktPEUCYaXrqukSnNUvr5N+q+m0m+37y0bnrqyjCqdwBhfgwBV04Ba60AMMT/AMr/Bm5MaL8W58LEcrRrlzAn9gfP4Akh+U2Q==</latexit>

 2k
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Figure 1: Band-by-band Wannierization of the two lowest bands of a dimerized carbon chain. (a) Graphical represen-

tation of the 4-times longer supercell where all quantities will be plotted in panels (c)–(h); given our sampling of the BZ

with 4 k points, both the Bloch states and the WFs have the supercell periodicity. The eight carbon atoms are represented

as dark red spheres, and the primitive cell of length a is marked by the orange segment. One axis is the real-space x axis

of the carbon chain, while the other two are used to plot the real (green) and imaginary (red) components of complex

wavefunctions ψ(x, 0, 0) along x (the profiles are highlighted in blue in subsequent panels). Multiplying ψ by a phase factor

eiϕ corresponds to a rotation by an angle ϕ, as indicated by the blue arrow. (b) 3D isosurfaces of the resulting MLWFs for

each of the two bands (band n = 1 leads to WF1, n = 2 leads to WF2). (c) The Bloch orbitals ψnk as calculated by the ab

initio (DFT) code on the k points k1 = Γ = (0, 0, 0), k2 = (π/2a, 0, 0), k3 = X = (π/a, 0, 0), k4 = (3π/2a, 0, 0) indicated

by the blue dots and vertical orange lines in the center of the panel, together with the full DFT band structure. (d) The

sum of these Bloch orbitals, as in the original Wannier definition of Eq. (1), delivers Wannier functions “WF” that are not

well localized. (e) The construction of a MLWF associated with the second lowest band (n = 2). For an isolated band in

one dimension, the procedure amounts to a complex phase rotation at each k point; the optimal values of these complex

phases for this specific example are indicated. (f) The sum of these rotated Bloch states results in the MLWF WF2, also

shown in panel (b). (g) and (h) are the same as (e) and (f), but for the lowest band (n = 1).
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Uk1

<latexit sha1_base64="5zYCTdZwViB2v+5n/atq15b1w+E=">AAAB+HicbVBNS8NAFHzxs9aPRj16WSyCp5IUqR4LXjy2YNpCG8Jmu2mXbjZhdyPUUPB/ePGgiFd/ijf/jZu2B20deDDMvMfOTphyprTjfFsbm1vbO7ulvfL+weFRxT4+6agkk4R6JOGJ7IVYUc4E9TTTnPZSSXEcctoNJ7eF332gUrFE3OtpSv0YjwSLGMHaSIFd8YJ8EGM9DiM0CeqzwK46NWcOtE7cJanCEq3A/hoME5LFVGjCsVJ910m1n2OpGeF0Vh5kiqaYTPCI9g0VOKbKz+fBZ+jCKEMUJdKM0Giu/r7IcazUNA7NZpFRrXqF+J/Xz3R04+dMpJmmgiweijKOdIKKFtCQSUo0nxqCiWQmKyJjLDHRpquyKcFd/fI66dRrbqPWaF9Vm+2nRR0lOINzuAQXrqEJd9ACDwhk8Ayv8GY9Wi/Wu/WxWN2wlhWewh9Ynz97nZNx</latexit>

Uk2

<latexit sha1_base64="7fzTozM742uhOLVpebjMgXvPIyQ=">AAAB+HicbVBNS8NAFHzxs9aPRj16WSyCp5KoVI8FLx5bMG2hDWGz3bRLN5uwuxFqKPg/vHhQxKs/xZv/xk3bg7YOPBhm3mNnJ0w5U9pxvq219Y3Nre3STnl3b/+gYh8etVWSSUI9kvBEdkOsKGeCepppTruppDgOOe2E49vC7zxQqVgi7vUkpX6Mh4JFjGBtpMCueEHej7EehREaB5fTwK46NWcGtErcBanCAs3A/uoPEpLFVGjCsVI910m1n2OpGeF0Wu5niqaYjPGQ9gwVOKbKz2fBp+jMKAMUJdKM0Gim/r7IcazUJA7NZpFRLXuF+J/Xy3R04+dMpJmmgswfijKOdIKKFtCASUo0nxiCiWQmKyIjLDHRpquyKcFd/vIqaV/U3Hqt3rqqNlpP8zpKcAKncA4uXEMD7qAJHhDI4Ble4c16tF6sd+tjvrpmLSo8hj+wPn8AfSKTcg==</latexit>

Uk3

<latexit sha1_base64="xQ8Xf0NIcQ5Gy26agQ7sBAPH+1g=">AAAB+HicbVBNS8NAFHypX7V+NOrRy2IRPJVEpHosePHYgmkLbQib7aZdutmE3Y1QQ8H/4cWDIl79Kd78N27aHrR14MEw8x47O2HKmdKO822VNja3tnfKu5W9/YPDqn103FFJJgn1SMIT2QuxopwJ6mmmOe2lkuI45LQbTm4Lv/tApWKJuNfTlPoxHgkWMYK1kQK76gX5IMZ6HEZoElzNArvm1J050Dpxl6QGS7QC+2swTEgWU6EJx0r1XSfVfo6lZoTTWWWQKZpiMsEj2jdU4JgqP58Hn6FzowxRlEgzQqO5+vsix7FS0zg0m0VGteoV4n9eP9PRjZ8zkWaaCrJ4KMo40gkqWkBDJinRfGoIJpKZrIiMscREm64qpgR39cvrpHNZdxv1Rvuq1mw/LeoowymcwQW4cA1NuIMWeEAgg2d4hTfr0Xqx3q2PxWrJWlZ4An9gff4AfqeTcw==</latexit>

Uk4

<latexit sha1_base64="92JLS+Jn+hpAYSFpwF0nwtFfyfU=">AAAB9HicbZBLSwMxFIUzPmt9VV26GSyCqzJTpLosCOKyBfuAdiiZ9LYNTTJjcqdYhoL/wo0LRdz6Y9z5b0wfC209EPg454bcnDAW3KDnfTtr6xubW9uZnezu3v7BYe7ouG6iRDOosUhEuhlSA4IrqCFHAc1YA5WhgEY4vJnmjRFowyN1j+MYAkn7ivc4o2itoI3wiFqmjdtJp9jJ5b2CN5O7Cv4C8mShSif31e5GLJGgkAlqTMv3YgxSqpEzAZNsOzEQUzakfWhZVFSCCdLZ0hP33DpdtxdpexS6M/f3jZRKY8YytJOS4sAsZ1Pzv6yVYO86SLmKEwTF5g/1EuFi5E4bcLtcA0MxtkCZ5nZXlw2opgxtT1lbgr/85VWoFwt+qVCqXubL1ad5HRlySs7IBfHJFSmTO1IhNcLIA3kmr+TNGTkvzrvzMR9dcxYVnpA/cj5/AAiAkrw=</latexit>

WF2

<latexit sha1_base64="zF+6UtokK+MYSp+2zSCEmxyTsms=">AAAB9HicbZBLSwMxFIXv1Fetr6pLN8EiuCozItVlQRCXLdgHtEPJpGkbmsmMyZ1iGQr+CzcuFHHrj3HnvzF9LLT1QODjnBtyc4JYCoOu++1k1tY3Nrey27md3b39g/zhUd1EiWa8xiIZ6WZADZdC8RoKlLwZa07DQPJGMLyZ5o0R10ZE6h7HMfdD2leiJxhFa/lt5I+ow7RxO+l4nXzBLbozkVXwFlCAhSqd/Fe7G7Ek5AqZpMa0PDdGP6UaBZN8kmsnhseUDWmftywqGnLjp7OlJ+TMOl3Si7Q9CsnM/X0jpaEx4zCwkyHFgVnOpuZ/WSvB3rWfChUnyBWbP9RLJMGITBsgXaE5Qzm2QJkWdlfCBlRThrannC3BW/7yKtQvil6pWKpeFsrVp3kdWTiBUzgHD66gDHdQgRoweIBneIU3Z+S8OO/Ox3w04ywqPIY/cj5/AAb8krs=</latexit>

WF1

<latexit sha1_base64="tT22h+GFN04Smk9TgGg+ug6mFyw=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEInkpSpHoseBG8VLAf0Maw2W7apZtN2J2INfSXePGgiFd/ijf/jds2B219MPB4b4aZeUEiuAbH+bYKa+sbm1vF7dLO7t5+2T44bOs4VZS1aCxi1Q2IZoJL1gIOgnUTxUgUCNYJxlczv/PAlOaxvINJwryIDCUPOSVgJN8u9xPN/dp9H9gjZJ2pb1ecqjMHXiVuTiooR9O3v/qDmKYRk0AF0brnOgl4GVHAqWDTUj/VLCF0TIasZ6gkEdNeNj98ik+NMsBhrExJwHP190RGIq0nUWA6IwIjvezNxP+8XgrhpZdxmaTAJF0sClOBIcazFPCAK0ZBTAwhVHFzK6YjoggFk1XJhOAuv7xK2rWqW6/Wb88rjZs8jiI6RifoDLnoAjXQNWqiFqIoRc/oFb1ZT9aL9W59LFoLVj5zhP7A+vwB/4mTXA==</latexit>

 W
2

<latexit sha1_base64="tJxv1lICCWH2J34UftQn9O4UU6E=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0lEqseCF8FLBfsBTQyb7aZdutmE3YlYQ3+JFw+KePWnePPfuG1z0NYHA4/3ZpiZF6aCa3Ccb2tldW19Y7O0Vd7e2d2r2PsHbZ1kirIWTUSiuiHRTHDJWsBBsG6qGIlDwTrh6Grqdx6Y0jyRdzBOmR+TgeQRpwSMFNgVL9U8cO89YI+QdyaBXXVqzgx4mbgFqaICzcD+8voJzWImgQqidc91UvBzooBTwSZlL9MsJXREBqxnqCQx034+O3yCT4zSx1GiTEnAM/X3RE5ircdxaDpjAkO96E3F/7xeBtGln3OZZsAknS+KMoEhwdMUcJ8rRkGMDSFUcXMrpkOiCAWTVdmE4C6+vEzaZzW3XqvfnlcbN0UcJXSEjtEpctEFaqBr1EQtRFGGntErerOerBfr3fqYt65Yxcwh+gPr8wf9/JNb</latexit>

 W
1

<latexit sha1_base64="VWJ7Bk4i0Yb6XhcEM/Etwhgz1Tc=">AAACA3icbVDLSsNAFJ3UV62vqDvdDBbBVUlEqsuCG3dWsA9oYphMJ+3QyYOZG7GEgBt/xY0LRdz6E+78GydtF9p64MLhnHu59x4/EVyBZX0bpaXlldW18nplY3Nre8fc3WurOJWUtWgsYtn1iWKCR6wFHATrJpKR0Bes448uC79zz6TicXQL44S5IRlEPOCUgJY888BJFPcy2wkJDP0gG+X5nQPsAXDHM6tWzZoALxJ7RqpohqZnfjn9mKYhi4AKolTPthJwMyKBU8HyipMqlhA6IgPW0zQiIVNuNvkhx8da6eMglroiwBP190RGQqXGoa87i1PVvFeI/3m9FIILN+NRkgKL6HRRkAoMMS4CwX0uGQUx1oRQyfWtmA6JJBR0bBUdgj3/8iJpn9bseq1+c1ZtXM/iKKNDdIROkI3OUQNdoSZqIYoe0TN6RW/Gk/FivBsf09aSMZvZR39gfP4AfSyYHg==</latexit>

 W
1k

<latexit sha1_base64="/N65P7Cltbhu1lAcUvP5aD3yx4s=">AAACA3icbVDLSsNAFJ34rPUVdaebwSK4KkmR6rLgxp0V7AOaGCbTSTt08mDmRiyh4MZfceNCEbf+hDv/xkmbhbYeuHA4517uvcdPBFdgWd/G0vLK6tp6aaO8ubW9s2vu7bdVnErKWjQWsez6RDHBI9YCDoJ1E8lI6AvW8UeXud+5Z1LxOLqFccLckAwiHnBKQEueeegkintZzQkJDP0gG00mdw6wB8Adz6xYVWsKvEjsglRQgaZnfjn9mKYhi4AKolTPthJwMyKBU8EmZSdVLCF0RAasp2lEQqbcbPrDBJ9opY+DWOqKAE/V3xMZCZUah77uzE9V814u/uf1Uggu3IxHSQosorNFQSowxDgPBPe5ZBTEWBNCJde3YjokklDQsZV1CPb8y4ukXava9Wr95qzSuC7iKKEjdIxOkY3OUQNdoSZqIYoe0TN6RW/Gk/FivBsfs9Ylo5g5QH9gfP4AfsOYHw==</latexit>

 W
2k

(f)
MLWF

A
ft

er
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g

<latexit sha1_base64="a+fD9KMBHRdK/QjVSGY5zsvbD9A=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWqR4LXgQvFWwttEvJptk2NpssSVYoS/+DFw+KePX/ePPfmLZ70NYHA4/3ZpiZFyaCG+t536iwtr6xuVXcLu3s7u0flA+P2kalmrIWVULpTkgME1yyluVWsE6iGYlDwR7C8fXMf3hi2nAl7+0kYUFMhpJHnBLrpHYvMbxf65crXtWbA68SPycVyNHsl796A0XTmElLBTGm63uJDTKiLaeCTUu91LCE0DEZsq6jksTMBNn82ik+c8oAR0q7khbP1d8TGYmNmcSh64yJHZllbyb+53VTG10FGZdJapmki0VRKrBVePY6HnDNqBUTRwjV3N2K6YhoQq0LqORC8JdfXiXtWtWvV+t3F5XGbR5HEU7gFM7Bh0towA00oQUUHuEZXuENKfSC3tHHorWA8plj+AP0+QNT3o8D</latexit>

 2

<latexit sha1_base64="0ERqINjeH6wfUubzm53v5RH8d2Q=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR4LXgQvFewHtEvJptk2NpuEJCuUpf/BiwdFvPp/vPlvTNs9aOuDgcd7M8zMixRnxvr+t1dYW9/Y3Cpul3Z29/YPyodHLSNTTWiTSC51J8KGciZo0zLLaUdpipOI03Y0vpn57SeqDZPiwU4UDRM8FCxmBFsntXrKsH7QL1f8qj8HWiVBTiqQo9Evf/UGkqQJFZZwbEw38JUNM6wtI5xOS73UUIXJGA9p11GBE2rCbH7tFJ05ZYBiqV0Ji+bq74kMJ8ZMksh1JtiOzLI3E//zuqmNr8OMCZVaKshiUZxyZCWavY4GTFNi+cQRTDRztyIywhoT6wIquRCC5ZdXSeuiGtSqtfvLSv0uj6MIJ3AK5xDAFdThFhrQBAKP8Ayv8OZJ78V79z4WrQUvnzmGP/A+fwBSWo8C</latexit>

 1
<latexit sha1_base64="AkSFpaZipNNusSGh14HiVsWZVkc=">AAAB6HicdVDJSgNBEK1xjXGLevTSGARBGCYik3gLeBG8JGAWSIbQ06lJ2vQsdPcIYcgXePGgiFc/yZt/Y2cRXB8UPN6roqqenwiutOO8W0vLK6tr67mN/ObW9s5uYW+/qeJUMmywWMSy7VOFgkfY0FwLbCcSaegLbPmjy6nfukOpeBzd6HGCXkgHEQ84o9pI9dNeoejYF2W3UnbJb1KynRmKsECtV3jr9mOWhhhpJqhSnZKTaC+jUnMmcJLvpgoTykZ0gB1DIxqi8rLZoRNybJQ+CWJpKtJkpn6dyGio1Dj0TWdI9VD99KbiX14n1UHFy3iUpBojNl8UpILomEy/Jn0ukWkxNoQyyc2thA2ppEybbPImhM9Pyf+keWaXXNutnxer14s4cnAIR3ACJShDFa6gBg1ggHAPj/Bk3VoP1rP1Mm9dshYzB/AN1usHMqGNRA==</latexit>

+

<latexit sha1_base64="7bdtMvqvm4f0Fap0yNLMjEIZEJI=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSAx5JPOgRExdIYEO6pQuVbrtpuyZkw3/w4kFjvPp/vPlvLLAHBV8yyct7M5mZFyacaeO6305hY3Nre6e4W9rbPzg8Kh+ftLVMFaE+kVyqbog15UxQ3zDDaTdRFMchp51wcjP3O09UaSbFg5kmNIjxSLCIEWys1PYHWa02G5QrbtVdAK0TLycVyNEalL/6Q0nSmApDONa657mJCTKsDCOczkr9VNMEkwke0Z6lAsdUB9ni2hm6sMoQRVLZEgYt1N8TGY61nsah7YyxGetVby7+5/VSE10HGRNJaqggy0VRypGRaP46GjJFieFTSzBRzN6KyBgrTIwNqGRD8FZfXiftWtWrV+v3V5XmbR5HEc7gHC7BgwY04Q5a4AOBR3iGV3hzpPPivDsfy9aCk8+cwh84nz8TnI7W</latexit>

U22

<latexit sha1_base64="0vVqt9RD9mjOrMJRmriMXtmjkHU=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSAx5JPOgRExdIYEO6pQuVbrtpuyZkw3/w4kFjvPp/vPlvLLAHBV8yyct7M5mZFyacaeO6305hY3Nre6e4W9rbPzg8Kh+ftLVMFaE+kVyqbog15UxQ3zDDaTdRFMchp51wcjP3O09UaSbFg5kmNIjxSLCIEWys1PYHmVebDcoVt+ougNaJl5MK5GgNyl/9oSRpTIUhHGvd89zEBBlWhhFOZ6V+qmmCyQSPaM9SgWOqg2xx7QxdWGWIIqlsCYMW6u+JDMdaT+PQdsbYjPWqNxf/83qpia6DjIkkNVSQ5aIo5chINH8dDZmixPCpJZgoZm9FZIwVJsYGVLIheKsvr5N2rerVq/X7q0rzNo+jCGdwDpfgQQOacAct8IHAIzzDK7w50nlx3p2PZWvByWdO4Q+czx8SFo7V</latexit>

U12

<latexit sha1_base64="QBwxUMEmEWVc/ihINQiVnZtzCNs=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSAx5JPOgRExdIYEO6pQuVbrtpuyZkw3/w4kFjvPp/vPlvLLAHBV8yyct7M5mZFyacaeO6305hY3Nre6e4W9rbPzg8Kh+ftLVMFaE+kVyqbog15UxQ3zDDaTdRFMchp51wcjP3O09UaSbFg5kmNIjxSLCIEWys1PYHWc2bDcoVt+ougNaJl5MK5GgNyl/9oSRpTIUhHGvd89zEBBlWhhFOZ6V+qmmCyQSPaM9SgWOqg2xx7QxdWGWIIqlsCYMW6u+JDMdaT+PQdsbYjPWqNxf/83qpia6DjIkkNVSQ5aIo5chINH8dDZmixPCpJZgoZm9FZIwVJsYGVLIheKsvr5N2rerVq/X7q0rzNo+jCGdwDpfgQQOacAct8IHAIzzDK7w50nlx3p2PZWvByWdO4Q+czx8SF47V</latexit>

U21

<latexit sha1_base64="2tojBVIwlmiv7+OfOgEvxuUrqTI=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseCBz1WMG2hDWWz3bRrN7thdyOU0P/gxYMiXv0/3vw3btMctPXBwOO9GWbmhQln2rjut1NaW9/Y3CpvV3Z29/YPqodHbS1TRahPJJeqG2JNORPUN8xw2k0UxXHIaSec3Mz9zhNVmknxYKYJDWI8EixiBBsrtf1B5nmzQbXm1t0caJV4BalBgdag+tUfSpLGVBjCsdY9z01MkGFlGOF0VumnmiaYTPCI9iwVOKY6yPJrZ+jMKkMUSWVLGJSrvycyHGs9jUPbGWMz1sveXPzP66Umug4yJpLUUEEWi6KUIyPR/HU0ZIoSw6eWYKKYvRWRMVaYGBtQxYbgLb+8StoXda9Rb9xf1pq3RRxlOIFTOAcPrqAJd9ACHwg8wjO8wpsjnRfn3flYtJacYuYY/sD5/AEQkY7U</latexit>

U11

<latexit sha1_base64="AkSFpaZipNNusSGh14HiVsWZVkc=">AAAB6HicdVDJSgNBEK1xjXGLevTSGARBGCYik3gLeBG8JGAWSIbQ06lJ2vQsdPcIYcgXePGgiFc/yZt/Y2cRXB8UPN6roqqenwiutOO8W0vLK6tr67mN/ObW9s5uYW+/qeJUMmywWMSy7VOFgkfY0FwLbCcSaegLbPmjy6nfukOpeBzd6HGCXkgHEQ84o9pI9dNeoejYF2W3UnbJb1KynRmKsECtV3jr9mOWhhhpJqhSnZKTaC+jUnMmcJLvpgoTykZ0gB1DIxqi8rLZoRNybJQ+CWJpKtJkpn6dyGio1Dj0TWdI9VD99KbiX14n1UHFy3iUpBojNl8UpILomEy/Jn0ukWkxNoQyyc2thA2ppEybbPImhM9Pyf+keWaXXNutnxer14s4cnAIR3ACJShDFa6gBg1ggHAPj/Bk3VoP1rP1Mm9dshYzB/AN1usHMqGNRA==</latexit>

+
(b)

<latexit sha1_base64="92JLS+Jn+hpAYSFpwF0nwtFfyfU=">AAAB9HicbZBLSwMxFIUzPmt9VV26GSyCqzJTpLosCOKyBfuAdiiZ9LYNTTJjcqdYhoL/wo0LRdz6Y9z5b0wfC209EPg454bcnDAW3KDnfTtr6xubW9uZnezu3v7BYe7ouG6iRDOosUhEuhlSA4IrqCFHAc1YA5WhgEY4vJnmjRFowyN1j+MYAkn7ivc4o2itoI3wiFqmjdtJp9jJ5b2CN5O7Cv4C8mShSif31e5GLJGgkAlqTMv3YgxSqpEzAZNsOzEQUzakfWhZVFSCCdLZ0hP33DpdtxdpexS6M/f3jZRKY8YytJOS4sAsZ1Pzv6yVYO86SLmKEwTF5g/1EuFi5E4bcLtcA0MxtkCZ5nZXlw2opgxtT1lbgr/85VWoFwt+qVCqXubL1ad5HRlySs7IBfHJFSmTO1IhNcLIA3kmr+TNGTkvzrvzMR9dcxYVnpA/cj5/AAiAkrw=</latexit>

WF2
<latexit sha1_base64="zF+6UtokK+MYSp+2zSCEmxyTsms=">AAAB9HicbZBLSwMxFIXv1Fetr6pLN8EiuCozItVlQRCXLdgHtEPJpGkbmsmMyZ1iGQr+CzcuFHHrj3HnvzF9LLT1QODjnBtyc4JYCoOu++1k1tY3Nrey27md3b39g/zhUd1EiWa8xiIZ6WZADZdC8RoKlLwZa07DQPJGMLyZ5o0R10ZE6h7HMfdD2leiJxhFa/lt5I+ow7RxO+l4nXzBLbozkVXwFlCAhSqd/Fe7G7Ek5AqZpMa0PDdGP6UaBZN8kmsnhseUDWmftywqGnLjp7OlJ+TMOl3Si7Q9CsnM/X0jpaEx4zCwkyHFgVnOpuZ/WSvB3rWfChUnyBWbP9RLJMGITBsgXaE5Qzm2QJkWdlfCBlRThrannC3BW/7yKtQvil6pWKpeFsrVp3kdWTiBUzgHD66gDHdQgRoweIBneIU3Z+S8OO/Ox3w04ywqPIY/cj5/AAb8krs=</latexit>

WF1

° X °

<latexit sha1_base64="BSZ1LjpnRnhrOKb8Pz7AAu69zoQ=">AAAB+XicbVDLSsNAFL2pr1pfUZe6GCyCq5K4qC4LLhTcVLAPaEKdTCft0MkkzEyKJfRDBDcuFHHrn7jzZ8RJ60JbDwwczrmXe+YECWdKO86nVVhaXlldK66XNja3tnfs3b2milNJaIPEPJbtACvKmaANzTSn7URSHAWctoLhRe63RlQqFotbPU6oH+G+YCEjWBupa9ueSqNu5kVYD4IQDSddu+xUnCnQInF/SLnm3N99XT4c1rv2h9eLSRpRoQnHSnVcJ9F+hqVmhNNJyUsVTTAZ4j7tGCpwRJWfTZNP0LFReiiMpXlCo6n6eyPDkVLjKDCTeUI17+Xif14n1eG5nzGRpJoKMjsUphzpGOU1oB6TlGg+NgQTyUxWRAZYYqJNWSVTgjv/5UXSPK241Ur1xi3XrmGGIhzAEZyAC2dQgyuoQwMIjOARnuHFyqwn69V6m40WrJ+dffgD6/0bFoaW/w==</latexit>P
k
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Figure 2: Same as Fig. 1, but now treating the two lowest bands as a composite group. (a) Graphical representation of

the generalized gauge transformation Uk in Eq. (4) that mixes the Bloch states from the two bands. As the result of this

mixing, it is no longer possible to associate each MLWF obtained from Eq. (1) with a specific band. By taking advantage

of the generalized gauge freedom, the two composite MLWFs in the R = 0 cell, shown in panels (b) and (f), are better

localized than their single-band counterparts in Fig. 1. Note that WF1 and WF2 are not identical, i.e., they are not related

by a rigid translation, even though they are both bond centered and look similar. This is because the chain is dimerized,

and thus the respective bond lengths are different.



properties, for which one would like to obtain a faithful description of the states within some

small energy range around the Fermi level. Note that because of these energy windows, the

required input from the first-principles calculation includes the energy eigenvalues εnk in addition

to the overlap matrices Eq. (12). For illustrative purposes, in Fig. 4 we display the Ṽk matrices

as calculated for the carbon chain discussed earlier. We also stress that, in this simple illustrative

example, we can exactly disentangle all six bands from the rest, but this is not true in general

(see, for example, the conduction bands in Fig. 3).

Over the years, many alternative approaches and algorithms have been developed—from par-

tially occupied Wannier functions [56, 57] to quasi-atomic orbitals [58], to the selected columns

of the density matrix (SCDM) [59, 60], and to projectability disentanglement and manifold

remixing [61, 62]; these and others will be discussed in Sec. 2.4.
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Figure 3: MLWFs and band structure of the 2D material HfSe2. In the center, the comparison between the DFT band

structure (black lines) and the Wannier-interpolated band structure from valence MLWFs only (VB, red dashed lines)

and from low-lying conduction MLWFs only (CB, green dashed lines) are shown. Note that the Wannier-interpolated

bands from both valence + conduction MLWFs together (VB+CB) are not shown since they are visually indistinguishable

from the combination of the VB and CB MLWFs. On the left, we show the real-space shapes of (in total 11) valence +

conduction MLWFs, obtained starting from Hf d and Se p initial guess orbitals, followed by disentanglement (see Sec. 2.1.2)

from high-energy conduction states: specifically, three of them resemble dxy,xz,yz orbitals, one resembles a dz2 orbital, one

resembles a dx2−y2 orbital, and the remaining six resemble p orbitals. Some small hybridization with orbitals from nearby

atoms is visible. On the right, we show the real-space shapes of (in total 6) valence MLWFs (lower panel) and (in total 5)

conduction MLWFs (upper panel). The valence MLWFs span an isolated group of bands (see Sec. 2.1.1) and are composed

by six hybridized bonding orbitals, where the Hf d and Se p orbitals overlap constructively. The conduction MLWFs are

instead five hybridized anti-bonding orbitals, where Hf d and Se p orbitals overlap destructively, forming nodal planes close

to bond centers. (The notation ×n below each shape denotes the multiplicity of the corresponding MLWF, i.e., n MLWFs

having similar shapes but different spatial orientation.)

2.1.3 The projection method

The MV and SMV approaches leverage iterative minimization, hence a good starting guess

for the unitary matrices Uk and Ṽk is crucial to avoid being trapped in local minima of the

spread functional. A popular approach is the projection method, where a set of J localized

“trial functions” gn(r) are chosen by guessing the orbital character and location of the target

WFs. These functions are typically Gaussians, atomic-like orbitals with angular character such
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Ṽk1,mn

<latexit sha1_base64="BQ2v8u8DdjwCpGvSe85hmr3AeDY=">AAACA3icbVDLSsNAFJ3UV62vqDvdDBbBhZSkSHVZcCO4qWAf0IQwmU7aoTOTMDMRSii48VfcuFDErT/hzr9x0mahrQcuHM65l3vvCRNGlXacb6u0srq2vlHerGxt7+zu2fsHHRWnEpM2jlkseyFShFFB2ppqRnqJJIiHjHTD8XXudx+IVDQW93qSEJ+joaARxUgbKbCPPE3ZgMBOkHkc6VEYwXFQP4dcTAO76tScGeAycQtSBQVagf3lDWKcciI0Zkipvusk2s+Q1BQzMq14qSIJwmM0JH1DBeJE+dnshyk8NcoARrE0JTScqb8nMsSVmvDQdOZ3qkUvF//z+qmOrvyMiiTVROD5oihlUMcwDwQOqCRYs4khCEtqboV4hCTC2sRWMSG4iy8vk0695jZqjbuLavO2iKMMjsEJOAMuuARNcANaoA0weATP4BW8WU/Wi/VufcxbS1Yxcwj+wPr8Adyslw8=</latexit>
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Figure 4: Illustration of the disentanglement procedure for the same linear carbon chain as in Figs. 1 and 2. (a)

Graphical representation of the Ṽk,mn matrices in Eq. (5) at k points k = k1, k2, k3, k4. The color scale represents the

absolute values of the matrix elements from black (zero) to white (maximum absolute value). The index m (from 1 to 16)

labels the bands, and the index n (from 1 to 6) labels the disentangled Bloch states |ψ̃nk⟩. (b) Band structure of the carbon

chain. Dotted gray points denote the DFT bands, solid lines the disentangled (Wannier-interpolated) bands. The frozen

energy window is shown with a red background, while the energy range with gray background is outside the disentanglement

window. The relevant band indices at k1, k2, k3 and k4 are indicated. The six disentangled bands are shown in green

(bottom two, the same bands as in Figs. 1 and 2) and in blue (top four, doubly degenerate). To construct the topmost blue

bands, the disentanglement procedure correctly picks up the optimally connected DFT bands as a function of k: bands 11

and 12 at k1, bands 6 and 7 at k2 and k4, and bands 5 and 6 at k3. Notably, in this example the topmost blue bands

can be exactly disentangled from all other DFT bands, such that the disentangled bands coincide at every k with the

corresponding DFT bands. We note, however, that this is not possible in general for an arbitrary band structure (compare,

for instance, with the conduction bands in Fig. 3). (c) Resulting MLWFs on a 4 × 1 × 1 supercell (the primitive unit cell

is indicated by the orange segment). Since in this specific example the disentanglement matrices Ṽ are block diagonal (as

well as the U matrices from the Wannierization procedure, not shown here), the two bonding-like MLWFs originate only

from the bottom two (green) bands and do not mix with the four py and pz MLWFs from the other four (blue) bands.



as s, p, d, or hybrid orbitals such as sp3. The first step is to project the Bloch manifold onto

these trial orbitals:

|ϕnk⟩ =

Jk∑

m=1

|ψmk⟩ ⟨ψmk|gn⟩ . (7)

Then, Löwdin orthonormalization is performed by inverting the overlap matrix Sk,mn = ⟨ϕmk|ϕnk⟩ =

(A†A)k,mn

|ψ̃nk⟩ =

Jk∑

m=1

|ψmk⟩ (AkS
− 1

2
k )mn (8)

where the Ak,mn = ⟨ψmk|gn⟩ is called the projection matrix. The matrix AkS
− 1

2
k is unitary and

can be computed through the singular value decomposition of A = ZDW :

AkS
− 1

2 = Z1W, (9)

where the diagonal matrix D is replaced with the identity 1.

The choice of the trial orbitals for composite bands is less critical with respect to entangled

bands and, for simple compounds, even a set of Gaussians randomly centered in the cell might

work. We emphasize that if the manifold of composite bands coincide with the valence band of

an insulator or semiconductor, then the MLWFs will reflect the local chemistry: for instance, in

covalent materials MLWFs are typically bond-centered as in Si or GaAs [4], with some notable

exceptions such as MoS2 [63] where one WF is centered in the middle of the hexagonal cell due

to the hybridization of several orbitals. On the contrary, the SMV disentanglement hinges on a

careful choice of trial functions, that define the orbital character of the bands to be extracted.

Whilst disentangling at once the valence and conduction manifold often yields atom-centered

WFs, this is not true in general: MLWFs for the low-lying bands of copper result in five Cu

d-like WFs and two additional WFs centered at the tetrahedral-interstitial locations [11].

Different aspects of the projection method are discussed in Sec. 2.3 and 2.4.

2.2 Major applications of Wannier functions

Interpolation The efficient interpolation in reciprocal space of k-dependent quantities is ar-

guably the most common application of WFs, enabling the calculation of simple (e.g., the band

structure) or complex (e.g., electron-phonon coupling) electronic-structure properties. A large

part of this review is devoted to the fundamentals of WF interpolation (Sec. 3.3) and their ap-

plications, including ballistic transport (Sec. 3.4), Berry-phase related properties (Sec. 3.5) and

electron-phonon interactions (Sec. 3.7). As discussed in more detail in Sec. 3.3, the reason for

such widespread set of applications (not all of them covered in this review) is that WFs can be

easily applied to any generic operator that is local in reciprocal space, i.e., any lattice-periodic

operator. More generally, we note that even some non-local operators in reciprocal space (e.g.

containing the position operator, which is not lattice periodic and transforms into k derivatives)

can also be interpolated, see e.g. Sec. 3.5 on Berryology. Equally important is that WFs allow

reproducing the correct band connectivity: in particular, avoided crossings are not mistaken

for actual crossings. This distinguishes Wannier interpolation from other methods based on

direct Fourier interpolation of the energy eigenvalues. In other words, WFs allow to exploit the



fundamental locality (“nearsightedness” according to Kohn [24–26]) of the electronic structure

and the related exponential localization of WFs to construct a potentially exact representation

of an operator in real space, such that any interpolation back to reciprocal space is exact as

well. The procedure is also systematic as WFs are guaranteed to exist and the convergence is

exponential with the linear sampling density [21–23]; prefactors and coefficients might depend

on electronic-structure properties such as the band gap, and on the specific operator under

consideration.

Geometry and Topology WFs have several profound connections with quantum-geometrical

and topological aspects of the electronic structure [10]; some of them are discussed in Sec. 3.5

and 3.6. In the following, we refer to topological properties as a subset of geometrical properties

that are quantized and hence represented by integer topological invariants robust to certain

classes of perturbations. A prime example of geometrical—and in some circumstances also

topological—quantity is the electric polarization of periodic solids, which can be calculated in

reciprocal space as a Berry phase [10] (see Sec. 3.5). Electric polarization can also be equivalently

computed by summing over WFs centers in real space [4, 5, 10], which provides a more intuitive

formulation of the modern theory of polarization [10, 19, 20, 64] and restores some justification

to the classical Clausius–Mossotti [65, 66] viewpoint. While electronic-structure geometry in

reciprocal space speaks the language of differential geometry (e.g., curvatures, parallel transport,

smoothness of manifolds), WFs allow to express the same quantities in terms of matrix elements

of the Hamiltonian and position operator r̂. The reciprocal-space smoothness, which is measured

by the quantum geometric tensor [67], can be equivalently analyzed in real space by measuring

the degree of WFs localization.

To some extent, the connection between WFs and topological invariants is even stronger, where

the former provide not only powerful approaches to calculate invariants for real materials (see

Sec. 3.6 for a discussion) but also fundamental understanding of topological phases. In fact,

topological insulators are essentially systems that cannot be connected adiabatically to atomic

insulators, hence it is impossible to truly represent their ground state with WFs [10, 68]. In

reciprocal space, non-trivial topological invariants translate into unavoidable obstructions to

choosing a smooth gauge over the BZ [10, 69]. The fundamental connection between non-trivial

topology of electronic bands and the corresponding absence of a Wannier representation has been

recently generalized and made systematic in the context of elementary band representation [70,

71], leading to the so-called topological quantum chemistry [72–74] (see also related efforts on

symmetry-based indicators by [75–78]), allowing to screen materials databases and identify non-

trivial materials of various classes [79–82].

Advanced electronic-structure methods DFT simulations of periodic solids can be con-

veniently (but definitely not necessarily) performed by adopting a plane-wave basis set, in con-

junction with smooth pseudopotentials that reproduce the interaction between valence electrons

and nuclei plus core electrons [36]. The resulting KS eigenstates are also not particularly local-

ized functions, and DFT is invariant under unitary rotations of the occupied electronic states.

However, several electronic-structure methods, aiming at improving or complementing the ca-

pabilities of DFT, fundamentally require to be formulated in terms of localized orbitals (see



Sec. 3.8). In addition, several of these beyond-DFT methods are not deployed directly on the

crystal structure, but operate more as corrections to starting DFT calculations. Also, beyond-

DFT methods can be computational rather intensive, and it is common practice to apply them

only on a subset of bands extracted from the entire manifold. In this context, WFs provide a

robust way to bridge DFT with advanced electronic-structure methods by allowing to system-

atically construct orthogonal localized states that represent the manifold of interest: WFs are

first constructed on the KS DFT solution and then fed into beyond-DFT methods; a technical

overview of how this is carried out in practice is the subject of Sec. 3.8.

Ab initio engines

Wannier engines (III.A) Advanced minimization methods (II.D)

Wannier interpolation and
tight-binding models (III.C)

Ballistic transport and
nanostructures (III.D)

Berryology
(III.E)

Topological invariants
(III.F) 

Electron-phonon
interactions (III.G)

Beyond DFT with
localized orbitals (III.H)

Berry curvature, optical and
anomalous Hall conductivity,

orbital magnetization

Chern numbers, Z2

invariants, Fermi arcs
and surface states

Phonon-limited transport,
superconductivity

Koopmans-Wannier spectral
functionals, strongly correlated

systems with DMFT

Interoperability (III.I) and automation (III.J)

Bands, derivatives, operators
Boltzmann transport
GW and hybrid functionals

Landauer conductance,
embedding self-energies,
large-scale tight binding

Figure 5: Overall schematics of how different codes in the ecosystem interact. This figure serves also as a “table of

contents” to this review, where sections describing the relevant blocks are indicated in the figure. At the top, the ab initio

engines (grey block) generate the data that is transferred to a Wannier engine (blue block), that might implement also

advanced methods discussed in Sec. 2.4. Once WFs are obtained, they are typically used to generate a TB model and

perform interpolation of the Hamiltonian and other operators (orange block). Such interpolated quantities are used for a

number of different applications; the ones that are discussed in more detail in this review are indicated in the green blocks.

As schematically indicated by the outer dotted rectangle, all these codes forming the Wannier ecosystem may be automated

with workflow tools, which also coordinate data transfer between them.

2.3 Wannier functions for the practitioner

2.3.1 The spread functional in reciprocal space

The Blount identities [16] provide the matrix elements of the position operator between WFs,

and, remarkably, prefigure the link between macroscopic properties and integrals (Berry phases)

of Berry connections [20]:

⟨Ri|r|0j⟩ = i
Vcell

(2π)3

∫
dk eik·R⟨uik|∇k|ujk⟩ (10)

and

⟨Ri|r2|0j⟩ = − Vcell
(2π)3

∫
dk eik·R⟨uik|∇2

k|ujk⟩ . (11)

It is through these identities that one can recast the spread functional Ω using reciprocal-space

expressions, where the gradients and higher derivatives are obtained from finite differences. The



building blocks for these finite-difference expressions are the overlap matrices

M
(k,b)
ij = ⟨uik|ujk+b⟩ (12)

between cell-periodic Bloch eigenstates |unk⟩ at neighboring points on a regular grid in the BZ

(the b vectors connect one k point to its neighbors on a regular discrete grid); in the limit of very

dense meshes the b vectors tend to zero and the gradient in k is recovered. This finite-difference

construction remains valid even in the case of Γ-sampling (e.g. for molecular systems treated

with PBCs or when considering large supercells), where the neighboring k points are given by

the primitive reciprocal lattice vectors G, with the Bloch orbitals differing just by phase factors

exp(iG · r). Now, we note that the gradient in k of a function f(k) can be written as

∇f(k) =
∑

b

wb b [f(k + b) − f(k)] + O(b2) (13)

using stars (“shells”) of neighboring k points, where each shell has a weight wb (see Appendix B

in [4] and [83] for a detailed description); for a linear function f(k) = f0 +g ·k it can be easily

verified that the exact result ∇αf(k) = gα is recovered. In the simple case of cubic Bravais

lattices, the first shell of reciprocal-space nearest neighbors (6, 8 or 12 for Bravais lattices in

direct space that are simple cubic, FCC, or BCC) is sufficient; the general case where several

shells need to be chosen automatically is detailed in [83]. While the procedure is automated,

for unusual cases (e.g., very elongated cells) it might be convenient to find manually the most

symmetric choice of shells [84]. With these definitions, the diagonal matrix elements of the

position operator can be evaluated by finite differences as

⟨0i|r|0i⟩ = − 1

N

∑

k,b

wb b Im lnM
(k,b)
ii , (14)

where N is the number of k points of the reciprocal-space grid. More complex expressions for

the second derivatives and for the entire spread functional can be obtained [85], all equal to the

leading order in b; the choices made in [4] were driven by the need to provide the same value for

the localization functional under a transformation that shifts |Ri⟩ by a lattice vector. We also

note that when using such finite-difference formalism, the spread functional converges slowly

(polynomially) with reciprocal-space sampling, and hence some care must be paid in comparing

its actual values in case of calculations performed with different discrete samplings.

Importantly, the finite-differences construction is particularly convenient for constructing ML-

WFs in a code-agnostic form, as the only input needed from the original first-principles cal-

culation is encoded in the overlap matrices M
(k,b)
ij . Thus, once the M

(k,b)
ij have been calcu-

lated, no further interaction is necessary with the electronic-structure code that calculated the

ground state wavefunctions, making the entire Wannierization procedure a code-independent

post-processing step (see, e.g., [86] for the extension to ultrasoft pseudopotentials and the

projector-augmented wave method, and [84, 87, 88] for the full-potential linearized augmented

planewave method). As regards the disentanglement procedure, note that because of energy

windows the needed input from the first-principles calculation includes the energy eigenvalues

εnk in addition to the overlap matrices Eq. (12).



2.3.2 Accuracy and convergence

While the main focus of this review is on the powerful applications of WFs, their successful use

relies on the Wannierization process being done correctly: in the following, we briefly comment

on fundamental tests and established procedures to assess and improve the quality of WFs.

Two major convergence parameters control the quality (and the cost) of the Wannierization

procedure: the spread minimization and the k-point grid used to obtain the initial Hamiltonian

eigenstates (e.g., the cell-periodic part of Bloch states, if working with PBCs).

The spread minimization is generally performed with an iterative steepest-descent or conjugate

gradients algorithm until results do not change within a certain tolerance. While the iterative

algorithm is in general robust, the minimization can become trapped in local minima. As

introduced in Sec. 2.1.3, the strategy to avoid that is to select a very good starting point: if

the initial spread is sufficiently close to the absolute minimum, it is more likely to reach it by

following the local gradient. Hence, particular care needs to be paid to select good projection

functions to obtain the initial unitary matrix of Eq. (6b), to be then iteratively optimized. In

absence of chemical intuition, a common strategy is to calculate a projected density of states on

the pseudoatomic orbitals and identify the orbital character in the energy region of interest: the

atomic orbitals which project more on the relevant bands can be used as initial projection. Note

that MLWFs are often not atom-centered, and atomic orbitals are not always good starting

projections, as it the case of the valence bands of monolayer MoS2 [63]. In Sections 2.4 and 3.10

we cover advanced methods to automate the selection of the starting point for the minimization

procedure.

The spread functional measures the degree of localization in real space and, to some extent, the

efficiency of the interpolation: more localized WFs decay faster in real space, hence they require

a smaller Born–von Kármán (BvK) supercell to include all non-vanishing matrix elements of

the Hamiltonian and the other operators, which in turn allows adopting coarser k-point grids

in the starting electronic-structure simulation that is performed in reciprocal space. Indeed, the

accuracy of band interpolation can be considered a proxy for the quality of the underlying WFs

not only as regards k-point convergence: especially in the case of entangled bands (see Sec. 2.1.2),

poor interpolation might signal problems in the disentanglement procedure. In addition, it is

worth to emphasize that in general the Wannierization procedure is not forced to preserve

symmetries (unless dedicated methods designed to do so are employed, see Sec. 2.4). Hence,

the spurious splitting of symmetry-protected degeneracies in the interpolated band structure

might signal convergence problems related to the minimization, to the k-point convergence or

to the choice of projection functions. This holds true not only for crystalline symmetries, but

also for time-reversal symmetry, which is particularly relevant in noncollinear simulations of

non-magnetic materials in presence of spin-orbit coupling (e.g., topological insulators).

Among other indicators of the quality of WFs we mention the ratio between their imaginary

(Im) and real (Re) part: for isolated bands (and not considering spin-orbit coupling), MLWFs at

the global minimum should be real functions [4]. Note that the calculation of the Im/Re part,

and anything related to WFs themselves and their visualization, requires to have access to the

full Bloch orbitals, not just the overlap matrices. It is also important to emphasize that different

quantities derived from WFs—such as the WF spread and centers, as well as unitary matrices



Ṽk, Uk—converge in general with different speeds, also depending on the specific formulation

adopted [89].

Finally, we remark that many of the complications related to producing WFs for periodic solids

are related to construction of a smooth gauge across the BZ. Hence, supercell Wannierizations

with Γ-only sampling are typically more straightforward and less prone to be trapped in local

minima. The challenge there is more on algorithmic efficiency due the large size of the systems

involved; a number of Γ-only dedicated methods have been developed [90–92].

2.4 Advanced minimization methods, and beyond maximally localized Wan-

nier functions

As discussed in section 2, there is in principle large freedom in choosing the recipe to obtain well-

localized WFs. Not only one can replace the MV spread functional with other cost functions, but

also different minimization procedures and their starting points can be chosen, hence affecting

the resulting WFs and their localization properties. Over the years, a number of methods have

been developed to address all these different aspects of the Wannierization procedure. It is worth

emphasizing that for many of these methods, the initial guess already provides well-localized

WFs, so that an iterative minimization can in principle be avoided. The unitary matrices Uk of

these “projection-only” WFs are set directly by the initial projection functions (see Sec. 2.1.3).

While this choice cannot guarantee optimal localization properties, it has the advantage of

enforcing some degree of symmetry induced by the choice of atomic orbitals used as projection

functions. However, in all these cases it is possible—and in some cases even recommended—to

minimize the MV spread or some other functional as a final step.

The prime decision deals with the functional that is to be minimized in order to determine the

unitary matrices of Eq. (6). The most popular choice is the MV MLWF procedure [4] for com-

posite bands (see Sec. 2.1.1) and the SMV disentanglement scheme for entangled bands [11] (see

Sec. 2.1.2). The minimization of the spread functional leads to very well localized WFs, hence

reducing the size of the BvK supercell needed to represent operators (e.g., the Hamiltonian) in

a WF basis. While MLWFs and disentanglement represent the most convenient choice in the

vast majority of applications, substantial work has been done to augment the MLWF scheme or

develop alternatives which satisfy the needs of specific applications.

The MLWF iterative algorithm leads to localized WFs in real space, but is not guaranteed to

yield orbitals that preserve desirable crystal symmetries. This is only partially relieved using

symmetric initial projections, as typically obtained by a proper selection of atomic-like orbitals.

Symmetry-preserving WFs are appealing in providing the correct orbital or site symmetries for

many-body approaches like dynamical mean-field theory (DMFT). Hence, it is not surprising

that several non-MLWF procedures directly or indirectly include crystal symmetries in the func-

tional to minimize. In the symmetry-adapted Wannier function (SAWF) method [93], symmetric

WFs are obtained through additional constraints on the unitary matrices Uk which are based on

symmetry operations of the site-symmetry group. The SAWF method is fully compatible with

the maximal-localization procedure and the SMV disentanglement (and has also been recently

extended to the case where a frozen window is used [94]), although the additional constraints

imply a possibly larger total spread, even if some individual WFs can actually be more localized



than in the MLWF procedure. Currently, the implementation of the SAWF method in the code

Wannier90 (more about software in Sec. 3.1) is interfaced with the Quantum ESPRESSO distribu-

tion and, once the site positions and the orbital symmetries of the SAWFs are chosen (through

the initial projection functions), the site-symmetry group can be automatically computed by the

interface code. If needed, the site-symmetry group can also be manually specified by the user,

to construct SAWFs with target symmetries.

While the SAWF method provides a rigorous way to include symmetries in the maximal-

localization procedure, it requires quite some prior knowledge of the electronic structure of the

material under study. An alternative and simpler approach is to construct selectively localized

Wannier functions (SLWFs), where the MLWF procedure is applied only to a subset of the entire

WFs considered [95]. In addition, some WF centers can be constrained (SLWF+C) to specific

positions by adding a quadratic penalty term to the spread functional. While the SLWF+C

approach does not enforce symmetries, it has been observed that the resulting WFs typically

exhibit the site symmetries corresponding to the constrained centers [95]. The SLWF+C can

be used in the case of entangled bands, where the SMV disentanglement step is performed as

usual, while the selective localization and constrained centers are applied only to the final Wan-

nierization step. A more in-depth review of the SAWF and SLWF+C methods, including their

implementation and usage in Wannier90, can be found in [96]. Dedicated tools for symmetry

analysis and symmetrization of the real-space WF Hamiltonian are available [97].

The localization and possibly the symmetry can crucially depend on the number of WFs con-

sidered in a given energy range. The so-called partly occupied Wannier functions (POWFs) [56]

formalize this observation by including the relevant unoccupied states which lead to the minimal

spread functional, essentially implementing a bonding–antibonding closing procedure. POWFs

can have a high degree of symmetry, while the bonding-antibonding criterion has been shown to

correspond to the condition of maximal average localization [56]. Notably, in the POWF scheme

the total spread functional Ω = ΩI + Ω̃ is minimized at once, at variance with the SMV scheme

where first the gauge-invariant part ΩI is minimized through the disentanglement step, and only

after the gauge-dependent part Ω̃ is minimized through the usual MV scheme. The iterative

minimization of the total spread Ω has been further developed by Damle, Levitt and Lin in [98].

They reformulated the Wannierization, which is a constrained non-linear optimization problem,

as unconstrained optimization on matrix manifolds, where the SMV disentanglement procedure

can be interpreted as a splitting method which represents an approximate solution.

We stress that even if minimization of the full spread functional Ω guarantees the highest degree

of overall localization, several of the methods discussed here can actually produce WFs such

that a subset of them might individually be more localized than their maximally localized

counterparts. Along those lines, Fontana et al. developed the spread-balanced WFs [57], where

they added a penalty term to the spread functional, proportional to the variance of the spread

distribution among all WFs of the system. This scheme could be less prone to produce solutions

with one or several poorly localized WFs, at the price of an increased total spread for the whole

set. The addition of terms to the spread functional can also be used to preserve some degree of

locality in energy, such as in the case of mixed Wannier-Bloch functions [99] and dually localized

Wannier functions [100]. These approaches are based on a generalized spread functional [91]

designed to carry both spatial localization (Wannier character) and limited spectral broadening



(Bloch character), by minimizing a functional that contains not only a spatial variance (as for

MLWF) but also an energy variance.

Once a choice for the functional to be minimized is made (the total spread as in the MLWF

scheme, or any other choice), there is still a lot of flexibility on the choice of algorithm to

perform the minimization. First, one needs to define a starting guess for the unitary matrices

Uk, which is customarily obtained by specifying a set of localized projection functions through

the projection method introduced in Sec. 2.1.3. While for composite bands a set of randomly

centered spherically symmetric Gaussian orbitals might work, in general more sophisticated

choices are required. Typically, atomic orbitals are used as projection functions, such as s, p, d-

orbitals as well as hybrid orbitals (e.g., sp3), which are often centered either on atoms or along

bond directions. As discussed in Sec. 2.3.2, the choice of the right atomic orbitals is typically

based on chemical intuition and can be partly informed by inspecting the projected density

of states in the energy region of interest. Still, the choice of the right projection orbitals—i.e.,

those providing a good starting point for a successful minimization of the target functional—can

often be a non-trivial task, especially in the context of automated high-throughput materials

screening and, more generally, when one wants to study a novel material never investigated before

(especially in case of unfamiliar orbital composition). Hence, in the last decade substantial efforts

have been targeted at developing automated algorithms removing the need for users to define

appropriate initial projections. A first approach in this direction is the optimized projection

functions (OPFs) method [101] for composite bands. In OPF, a larger set of functions that

overspan the space of MLWFs is built and used as a starting point. While in plane-wave

codes the OPF approach [101] still needs the user to provide a list of initial projections, for

instance atomic-like local orbitals (LOs), ab initio codes operating with localized (or mixed

plane-wave/localized) basis sets can leverage the built-in localized orbitals. For instance, the

full-potential linearized augmented-plane wave (LAPW) method can be extended by adding the

so-called LOs, which are atomic-like, very localized, and can be employed in the construction of

WFs. [102] combined the SMV disentanglement with the OPF method [101] to construct initial

guesses for MLWFs from a set of LOs in an automated way. Finally, another set of parameters

that require tuning in the standard SMV disentanglement scheme are the inner and outer energy

windows. [103] targeted the removal of the need for manual input by focusing on the automated

optimization of both windows.

On the algorithmic side, in the quest for fully automating the generation of localized WFs,

various general and practical approaches have been recently proposed, targeting the construction

of well-localized WFs using algorithms that are often non-iterative; this not only makes them

more automatable, but also provides an excellent starting point for a final Wannierization, if

required: the SCDM approach [59, 60, 104], the continuous Bloch gauges [105, 106], and the

projectability disentanglement and manifold remixing approaches [61, 62].

SCDM is based on QR factorization with column pivoting (QRCP) of the reduced single-particle

density matrix. The approach can be used either to produce well-localized WFs without per-

forming an iterative minimization, or it can be considered a linear-algebra method to identify

a good starting point for a MLWF procedure. The SCDM method is implemented [107] in the

interface code to Quantum ESPRESSO, with an algorithm for the QRCP factorization that works

on a smaller matrix instead of the full density matrix [59, 60, 104]. For a set of composite



bands, SCDM is parameter-free. A comprehensive study on 81 insulators [107] has shown how

the MLWF procedure applied to SCDM initial projections (SCDM+MLWF) improves the in-

terpolation accuracy and localization of the resulting WFs, although SCDM-only WFs perform

already remarkably well, both in terms of accuracy of band structure interpolation and in terms

of localization. In the case of entangled bands, SCDM requires to specify an energy-window

function, its center and width, as well as the number of WFs to consider. [107] introduced a

recipe to automatically select those parameters (more details in Sec. 3.10), which was tested

on 200 bulk materials. Unlike in the case of isolated groups of bands, for entangled bands the

SCDM+MLWF method greatly improved the localization of the WFs with respect to SCDM-

only. Notably, however, the reduced spread induced by the MV procedure might result in lower

band-interpolation accuracy. Although the SCDM projections could be used together with the

SMV disentanglement scheme, this more complex procedure does not provide systematic gain in

accuracy, such that a SCDM-only or SCDM+MLWF (with MV minimization for Ω̃) is recom-

mended [107]. In addition, we note that SCDM requires real-space wavefunctions as input, and

therefore has a higher computational and memory cost with respect to other methods discussed

later in this section, which are implemented in reciprocal space.

Another non-iterative approach for composite bands is based on ensuring a continuous Bloch

gauge over the entire BZ [105, 106], resulting in good localization properties of the WFs and not

requiring any chemical intuition for their construction. The main idea is that one can construct

a sequence of gauge matrices that are not only continuous across the BZ but also satisfy its

periodicity at the BZ edges. This is achieved by first adopting parallel transport for the gauge

matrix, starting from a chosen k point (usually the Γ point) and propagating along a line (e.g.

the kx line). This enables the periodicity to be fixed at the two end points of the line, while

preserving the continuity. Then, for each k point on the line, parallel transport is applied to

each of the gauge matrices along an orthogonal direction (e.g. in the ky direction), and all gauge

matrices are fixed again at the endpoints, to ensure periodicity of the 2D plane. Finally, for each

k point on the 2D plane, one can apply a similar procedure to construct gauge matrices along

the third direction, therefore obtaining a global continuous gauge across the full BZ. Often, the

resulting gauge is continuous but not smooth enough: a subsequent conventional MV iterative

minimization can improve the localization and reach the MLWF gauge. Such algorithm is able

to construct MLWFs for difficult cases such as Z2 topological insulators [106].

Lastly, a very robust approach has emerged in the form of projectability disentanglement [61],

where the inner and outer energy windows are replaced by projectability thresholds. For each

state |unk⟩, a projectability [107, 108] onto localized atomic orbitals (typically, those coming

from the pseudopotentials) is calculated. Then, states that have very high projectability are

retained identically (exactly as done for states inside the inner frozen window in the SMV

method); states that have low projectability are discarded altogether (since they do not provide

useful contributions to MLWFs); and states that span the intermediate projectability values are

treated with the standard SMV disentanglement. This approach leads naturally and robustly

to atomic-like projectability-disentangled Wannier functions (PDWFs), spanning both occupied

and unoccupied states corresponding to Bloch sums of bonding/anti-bonding combinations of

atomic orbitals.

These PDWFs can in turn be remixed into linear combinations that aim to describe target



submanifolds; e.g., the valence states only, the conduction states only, or certain groups of

bands that are separated in energy from the rest. This may be beneficial for finding optimal

target states for beyond-DFT methods (see Sec. 3.8).

This remixing is particularly valuable for Koopmans functionals (see Sec. 3.8.2), which require

separate sets of MLWFs for the valence and conduction manifolds, or for transport calcula-

tions. For this purpose, the manifold-remixed Wannier functions (MRWFs) [62] are obtained

by starting from the PDWFs spanning the whole manifold (valence plus conduction), which is

then split by rotating the gauge matrices into a block-diagonal structure across all the k points,

while simultaneously maintaining the gauge smoothness for each block. This is achieved by a

combination of automated Wannierization of the whole manifold, diagonalization of the Wannier

Hamiltonian, parallel transport, and maximal localization. The automated Wannierization of

the whole manifold can be obtained using the PDWF method; the Hamiltonian diagonalization

splits the manifold into desired submanifolds (e.g., two for valence and conduction, respectively);

the parallel transport fixes the gauge randomness to construct two sets of localized WFs; the

final maximal localization smoothens the gauge, leading to subsets of MLWFs for the respective

submanifolds. [62] demonstrates that, when combined with PDWFs, the MRWF method can be

fully automated, and can also be extended to other types of band manifolds gapped in energy,

such as the single top valence band of MoS2, or the 3d and t2g/eg submanifolds of SrVO3. For

high-throughput results of PDWF and MRWF, see Sec. 3.10.

3 The Wannier ecosystem: theory and software packages

3.1 Development of widely available Wannier engines

The MV and SMV methods described in [4, 11] were originally implemented in Fortran 77. The

code would compute the overlaps in Eq. (12) and the projection of the periodic part of the Bloch

orbitals onto trial localized states, by reading the former evaluated on a regular k-point grid by

a DFT code—originally by an early version of CASTEP [109, 110]. To provide a more general

model, driven by the need to interface with a DFT code based on the LAPW method [84], the

choice was made to keep the calculation of all the scalar products involving Bloch orbitals needed

by the Wannier code within the electronic-structure code of choice, typically as a postprocessing

step. Well-defined protocols were established to exchange this information writing/reading files

to/from disk and the format of those files fully documented. The resulting Wannier77 code was

released under a GPL v2 license in March 2004.

In 2005, two of the current authors (AAM and JRY), then working in the groups of NM and

IS respectively, rewrote the routines using modern modular Fortran, relying on their experi-

ence of software development gained from working on the ONETEP [111] and CASTEP [110] DFT

programs. The resulting program, Wannier90 [83], was released under a GPL license in April

2006. Following the early layout in the Wannier77 code, Wannier90 was designed to be easily

interfaced to any electronic-structure code, irrespective of its underlying basis set. The first

release of Wannier90 came with extensive documentation, tutorials, and two validation tests.

Development used CVS as a version control system. GP joined the development effort in 2012,



and a new parallel post-processing code (postw90) was developed and released in Wannier90

version 2 [112] in October 2013.

While the development of Wannier90 as an open-source interoperable code was innovative in

2006, by 2016 it was clear that the development tools being used did not make use of what was

then considered best practice. For example, having only a few developers with access to the main

repository presented a barrier to adding new functionality to the program. A decision was made

to move to a community development model, and the Wannier90 repository was migrated to

GitHub with the adoption of a “fork and pull request” approach. This new model was launched

with a community developer workshop held in San Sebastián in September of 2016. This event

is clearly recognizable in Fig. 6, which shows the number of commits to the code repository

over time, with a large number of commits contributed during (or immediately after) the 2016

event. Moreover, once the code made its transition to a community development model, the

rate of commits significantly increased, as well as the number of individual contributors (over

35 different people had contributed code, tests or documentation via commits by the end of

2022). Essential to this change was the development of an extensive suite of tests, which run

automatically to validate each pull request. In 2019, Wannier90 version 3 was released, including

all community contributions to the code [96].
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Figure 6: Total number of commits over time for the Wannier90 repository (CVS until August 2016, then transferred to

Git and hosted on GitHub). Note the significant increase during and immediately after the community developer workshop

in September 2016.

In addition to Wannier90, there are a few electronic-structure software packages that nowa-

days implement internal functionality for computing WFs in periodic systems. These include

GPAW [113], QBOX [114], CP2K [115], exciting [102], OpenMX [116], RESPACK [117] and CRYSTAL [118].

However, in this review we want to use the term “Wannier engines” to describe software pack-

ages that generate WFs and are designed to be used interoperably with other software packages:

e.g., with the electronic-structure codes for solving the electronic ground state, used as input to

a Wannier engine, and with post-processing codes that use the WFs from a Wannier engine to

calculate advanced electronic properties. Wannier90 is clearly an example of a Wannier engine,

but it is not the only readily available one—another notable example is the Atomic Simulation



Environment (ASE) [119], which also implements routines based on the minimization of the

quadratic spread of the WFs, but uses a different approach [56, 57] to that described above

(see also Sec. 2.4). In addition, the recent Wannier.jl package [120] implements several Wan-

nierization algorithms using manifold optimization techniques, and brings the methodology of

WFs to the Julia [121] community. In this review, we focus on those codes that interface to the

Wannier90 code; nevertheless, we note that often the other Wannier engines have adopted the

same file formats first defined by Wannier77/Wannier90 (see discussion in Sec. 3.2), thus being

fully compatible with the ecosystem.

3.2 The concept of a Wannier function software ecosystem

To discuss the modular approach that has catalyzed the formation of a Wannier function software

ecosystem, we start with a brief and general overview of modularization strategies in software

programs. We also mention some related efforts on code modularization, discussing the aspects

that apply to the Wannier ecosystem. Complex software can adopt a variety of architecture

design approaches, often differing substantially in the level of modularity (or lack thereof) of

their components. Historically, most computer programs started as monolithic applications:

self-contained and independent codes made of tightly coupled functions. This is a natural choice

when writing new software from scratch, and it reduces the installation burden for users, who

do not need to deal with the management of many dependencies. Over time, however, features

and post-processing tools tend to get added, making the codebase very large and complex. This

results in serious challenges for development and maintenance, which become critical when the

code needs to be adapted and optimized for newer hardware architectures. Furthermore, this

leads to reimplementation of common routines in each code, which could instead be written and

optimized only once, and then used as a library. The library approach is already common in the

electronic-structure community for linear-algebra and diagonalization routines, where the code

calls functions via standard interfaces defined by the BLAS [122] and LAPACK [123] libraries,

and the executables are linked to performance-optimized versions on high-performance comput-

ing (HPC) clusters. While a similar approach is often used for other low-level routines, such as

fast-Fourier-transform (FFT) computation [124] or to support file formats such as netCDF [125]

or HDF5 [126], it was until recently far less common for higher-level materials-science-oriented

routines.

To address the challenges of monolithic codes, many electronic-structure codes are being re-

designed or rewritten using a more modular approach, where core modules are—when possi-

ble—generalized and separated into a library of reusable routines, then called by higher-level

functions to execute complex tasks. Some of these codes have evolved into distributions, i.e., a set

of relatively independent but interoperable executables reusing common core routines. However,

even with this approach, the different modules can often operate only within the distribution,

and the development of all modules needs to be constantly in sync.

Ultimate interoperability is obtained when code (such as core routines or full functionality) is

reused by different independent software distributions, maintained by non-overlapping devel-

oper groups. A crucial challenge to enable such a level of interoperability is to design a clear

application programming interface (API) defining which data needs to be transferred between



codes, and in which format. This requires discussions and coordination, which can be catalyzed

via targeted coordination efforts.

We stress that most of these challenges related to code modularization and interoperability are

not specific to materials simulations and have been discussed since the early days of scientific

computing [127]. In the field of electronic structure, an example worth mentioning is the CE-

CAM Electronic Structure Library project [128]. At an even higher level, one can address code

interoperability by defining common interfaces (e.g., input/output schemes) for workflows com-

puting a quantity of interest, independent of the underlying simulation code, such as the common

workflow interface of [129] to perform crystal-structure relaxation and to compute equations of

state. The workflow only requires as input, in a common format, the crystal structure and

a few basic input parameters, and is then interfaced with 11 different DFT codes to run the

actual simulations. Such universal interfaces make workflows accessible to a broader audience

and codes fully interoperable, allowing researchers to switch between them without the need

to learn from scratch the details of each one. In addition, they can be seamlessly applied to

perform cross-code verification studies [130].

When codes have to exchange data, the interfaces between them can be actual code APIs (e.g.,

in C or Fortran), where the library is directly compiled and linked with the main code, but

also simply files in a well-documented format, written by the first application and read by the

second one (see also later discussion of this approach in Sec. 3.9). The actual choice depends

on the interdependency between the algorithmic steps and on performance considerations. The

use of files is typically favored when the corresponding simulation workflows imply a sequential

execution of codes rather than interconnected loops between them, when the exchanged data is

small (up to few GB), and when the individual steps are computationally demanding, so that

I/O overhead is only a small fraction of the total execution time. (In a few advanced cases, other

interfaces such as network sockets have been used to keep the applications decoupled while still

reducing the I/O overhead for simulations that are not very computationally demanding [131].)

In addition, by writing intermediate results to files, the steps do not need to be combined in

the same run, but can be executed at differed points in time (e.g., days later) or by different

researchers.

In this context, WFs happen to represent a remarkable and elegant method to decouple the

ab initio simulation of the electronic structure from the calculation of the physical properties.

This is possible thanks to two core aspects of WFs. First, WFs are independent of the basis

set used in the first-principles electronic-structure code: the MLWF algorithm requires the

sole knowledge of a handful of vectors and matrices, such as the overlap matrices on a coarse

grid of k points. Wavefunctions, typically stored in very large files, are not required during

Wannierization, but only used optionally in few post-processing steps, e.g., when representing

the WFs on a real-space grid. Second, many physical quantities can be obtained efficiently

once a WF basis is constructed, only with the knowledge of relevant operators represented as

small matrices directly in the Wannier basis, such as the Hamiltonian or the position operator.

Indeed, while extended basis sets such as plane waves are particularly convenient to obtain charge

densities and wavefunctions of periodic systems, reciprocal space integrals can be more efficiently

calculated using a Fourier-interpolated basis set, originating from a compact maximally localized

representation in real space. From a computer-science perspective, we can say that these two



aspects of the Wannierization process make it an effective data-compression encoding, avoiding

the need to transfer large wavefunctions between the ab initio codes and the property calculators,

while retaining an equivalent level of accuracy.

Thanks to the first aspect, i.e., basis-set independence, the Wannier code [4] evolved from

being a standalone code focused on the minimization procedure to one with a well-defined

format for the input data (overlap and projection matrices), which also defined and docu-

mented the corresponding files (e.g., for the overlap matrices in .mmn format and the pro-

jection matrices in .amn format). The calculation of the latter was delegated to specific in-

terfaces implemented within the corresponding first-principles packages [84]. This design per-

sisted in the Wannier90 code [83, 96] and as a result the Wannier90 engine can now be in-

terfaced with virtually any electronic-structure code as already discussed in Sec. 3.1, with in-

terfaces currently available for many widespread codes, including ABINIT [132], BigDFT [133],

Elk [134], FLEUR [135], GPAW [113], Octopus [136], OpenMX [137], pySCF [138, 139], Quantum

ESPRESSO [54, 55], SIESTA [140], VASP [141] and WIEN2k [142].

Because of the second aspect, i.e., the possibility of efficiently obtaining many physical quantities

in the Wannier basis, Wannier90 started to include a large number of efficient post-processing

utilities for materials properties, ranging from simple band-structure interpolation to more com-

plex properties such as the ordinary and anomalous Hall conductivities, Seebeck coefficients,

orbital magnetization, and many more [96]. However, in the last decade the community has

spontaneously moved towards a decentralized software ecosystem (as opposed to a centralized,

albeit modular, Wannier distribution), where different packages interact through APIs and a

common data format. The decentralized model was again facilitated by a clear and documented

interface to generate data as input to the next steps (e.g., the tb.dat file containing the full

TB model: WF centers, on-site energies, and hopping energies). The community has been

rapidly growing, and several independent packages exploiting MLWFs exist nowadays, targeting

diverse properties such as TB models (Sec. 3.3), ballistic transport (Sec. 3.4), Berry-phase re-

lated properties (Sec. 3.5), topological invariants (Sec. 3.6), electron-phonon coupling (Sec. 3.7),

beyond-DFT methods (Sec. 3.8), high-throughput calculations (Sec. 3.10), and more.

This review article describes such a community of symbiotic packages, forming a research and

software ecosystem built upon the concept of MLWFs. We illustrate this schematically in Fig. 5.

To make the codes of the ecosystem as easy to find as possible, we also started in 2024 an

online Wannier Software Ecosystem Registry [143]. Such a registry lists software packages

that form the ecosystem, and as of May 2024 it already includes 53 entries. The repository

provides key information including a short description, a domain tag (e.g., “Ab initio engines”,

“Tight-binding”, “Berryology and topology”) and links to the code homepage, documentation

and source code (if available). The registry is dynamic: developers and users can add new

entries or modify existing ones by submitting a pull request through the corresponding GitHub

repository [144], which also includes detailed instructions for contribution.

3.3 Wannier interpolation and tight-binding models

A very common application of WFs is to evaluate various k-space quantities and BZ integrals by

“Wannier interpolation”. This name has come to refer to a type of Slater–Koster interpolation



where the required on-site and hopping integrals are calculated explicitly in the WF basis [11–

13, 31], as opposed to being treated as fitting parameters as done in empirical TB theory. Here

we review the basic procedure as it applies to energy bands and other simple quantities, leaving

more sophisticated applications to later sections. Before proceeding, let us mention that the

Wannier interpolation scheme has been adapted to work with non-orthogonal localized orbitals

instead of (orthogonal) WFs [145–148].

3.3.1 Band interpolation

To interpolate the band structure, one needs the matrix elements of the KS Hamiltonian in the

WF basis,

HW
ij (R) = ⟨0i|Ĥ|Rj⟩; (15)

here Hii(0) are on-site energies, and the remaining matrix elements are hoppings. One way to

evaluate these matrix elements is to start from Eq. (6a) for the WFs in terms of the KS Bloch

eigenstates on the ab initio k-grid. Inserting that expression in Eq. (15) gives

HW
ij (R) =

1

N

∑

k

e−ik·R
Jk∑

n=1

V ∗
k,niεnkVk,nj . (16)

This procedure is particularly convenient in the framework of the MV and SMV Wannierization

schemes, which are formulated as post-processing steps after a conventional ab initio calculation

is carried out on a uniform {k} grid; Eq. (16) only involves the Vk matrices generated by

the Wannier engine starting from the ab initio overlap matrices and the energy eigenvalues

themselves (see Sec. 2.1). An alternative to Eq. (16) would be to express the WFs in a real-

space basis, e.g., localized orbitals or a grid, and then evaluate Eq. (15) directly on that basis.

In view of the localized character of the WFs, |HW
ij (R)| is expected to become negligibly small

when the distance |R + τ j − τ i| between the centers of the two WFs becomes sufficiently large

(here, τ j = ⟨0j|r̂|0j⟩). However, due to the finite size N of the ab initio grid, the WFs obtained

from Eq. (6a) are actually periodic over a real-space supercell of volume NVcell; accordingly, the

matrix elements given by Eq. (16) are also supercell-periodic: HW
ij (R + T) = HW

ij (R), for any

supercell lattice vector T. To minimize spurious effects associated with this artificial periodicity,

the hopping matrix should be truncated by setting HW
ij (R) = 0 whenever the vector R+T+τ j

lies outside the Wigner–Seitz (WS) supercell centered at the origin. Provided that this supercell

is sufficiently large to ensure negligible overlap between a WF and its periodic images, the

truncation error will be insignificant. This means that in practice one can achieve well-converged

numerical results with a relatively coarse ab initio grid. Note, however, that the matrix elements

do not decay exactly to zero for finite-size WS supercells. Therefore, when multiple R vectors

lie on the boundary of the WS supercell and are connected by a supercell vector T, it is better

to consider all these equivalent vectors with appropriate weights, rather than picking only one

of them, which would introduce spurious symmetry breaking in the Hamiltonian. The details of

this approach and its implementation in Wannier90 are discussed in Sec. 4.2 of [96].

Once the on-site energies and hoppings have been tabulated, the Hamiltonian matrix is inter-



polated onto an arbitrary BZ point k′ by performing an inverse Fourier transform,

HW
k′,ij =

WS∑

R

1

NR,ij

NR,ij∑

l=1

eik
′·(R+Tl

R,ij)HW
ij (R) . (17)

The summation runs over the lattice vectors R (which lie in the WS supercell centered at the

origin. as discussed above) with NR > 1 whenever R + Tl
R,ij + τ j falls on the boundary of the

WS supercell centered at τ i. To improve the quality of the interpolation, for each combination

of i, j, and R the supercell lattice vector T appearing in Eq. (17) is chosen as the one that

minimizes |R + T + τ j − τ i| [96]. Finally, the interpolated energy eigenvalues are obtained by

diagonalizing the above matrix,

[
U†
k′H

W
k′ Uk′

]
mn

= δmnε
H
nk′ , (18)

so that the column vectors of the unitary matrix Uk′ are eigenvectors of HW
k′ .

Since the interpolation steps (17) and (18) only involve Fourier transforming and diagonalizing

J × J matrices that are typically small, the overall procedure tends to be much less expensive

than a direct DFT calculation at every interpolation point, especially when a dense interpolation

grid {k′} is needed. The efficient evaluation of the Hamiltonian matrix and band derivatives (see

below) enables BZ integration methods beyond the standard equispaced scheme to be explored.

These are of particular use when fine features in k space need to be resolved using adaptive

integration methods [149–151].

The above interpolation scheme has been shown to accurately reproduce—within the frozen

energy window—the energy eigenvalues obtained by a direct DFT calculation. As an example,

we show in Fig. 7 a detail of the interpolated band structure of ferromagnetic body-centred

cubic (BCC) Fe along the H–Γ line [13]. The vertical gray lines indicate points on the {k} mesh
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Figure 7: Wannier-interpolated bands of BCC Fe along the H–Γ line. The bands are color-coded according to the value

of the spin expectation value ⟨ψnk|Ŝz |ψnk⟩: red for spin up, and blue for spin down. The energies are given in eV, and the

Fermi level is at 0 eV. The vertical gray lines indicate k points on the ab initio mesh used for constructing the WFs.

used for constructing the WFs. For comparison, we plot as plus symbols the ab initio dispersion

around a weak spin-orbit-induced avoided crossing between two bands of opposite spin. It is

apparent that the Wannier interpolation procedure succeeds in resolving details on a scale much

smaller than the spacing between those points. In particular, the correct band connectivity is

obtained, so that avoided crossings, no matter how weak, are not mistaken for actual crossings.

This characteristic, which distinguishes Wannier interpolation from methods based on direct



Fourier interpolation of the energy eigenvalues [152, 153], makes it a powerful tool for studying

topological properties (Sec. 3.6), and for evaluating BZ integrals involving quantities that change

rapidly over small regions of k space, such as the Berry curvature (Sec. 3.5) and electron-phonon

matrix elements (Sec. 3.7).

Wannier interpolation works for the same reason that empirical TB does: the short range of the

real-space Hamiltonian matrix (16) ensures that its Fourier transform (17) is a smooth function

in reciprocal space. This can also be seen by writing the left-hand side of Eq. (17) as

HW
k′,ij = ⟨ψW

ik′ |Ĥ|ψW
jk′⟩ , (19)

where

|ψW
jk′⟩ =

∑

R

eik
′·R |Rj⟩ (20)

interpolates the smooth Bloch functions defined on the ab initio grid by Eq. (6b). We may also

write the left-hand side of Eq. (18) as

HH
k′,mn = ⟨ψH

mk′ |Ĥ|ψH
nk′⟩ , (21)

where

|ψH
nk′⟩ =

J∑

j=1

|ψW
jk′⟩ Uk′,jn (22)

describes a unitary transformation from the Wannier gauge W to the Hamiltonian gauge H. In-

side the frozen energy window, the states |ψH
nk′⟩ interpolate—up to arbitrary phase factors—the

ab initio eigenstates |ψnk⟩.
In summary, performing Fourier interpolation in the W gauge followed by a unitary transfor-

mation to the H gauge allows interpolating quantities—band energies, Bloch eigenstates, and

matrix elements thereof (see below)—that can vary rapidly in k space, and even become non-

analytic at degeneracies. This strategy retains the accuracy of a full-blown ab initio calculation,

while benefiting from the efficiency of Slater–Koster interpolation.

3.3.2 Band derivatives and Boltzmann transport

The interpolation procedure outlined above can be adapted to evaluate band velocities, inverse

effective-mass tensors, and higher k-derivatives of the energy eigenvalues [13]; as in the empirical

TB method [154], this is achieved without relying on finite-difference methods, which become

problematic in the vicinity of band crossings and weak avoided crossings, where the band ordering

can change from one grid point to the next.

Band derivatives are needed, for instance, to evaluate transport coefficients such as the elec-

trical conductivity σ, the Seebeck coefficient S, or the electronic contribution to the thermal

conductivity K. Within the semiclassical Boltzmann transport equation (BTE) framework, one

defines a scattering time τnk for an electron on band n at wavevector k (incidentally, the contri-

butions from electron–phonon scattering to τnk can be efficiently computed exploiting Wannier



functions, see Sec. 3.7). Then, the expressions for the transport tensors are given by [155]:

σab(µ, T ) = e2
∫ +∞
−∞ dE

(
−∂f(E,µ,T )

∂E

)
Σab(E), (23)

[σS]ab(µ, T ) = e
T

∫ +∞
−∞ dE

(
−∂f(E,µ,T )

∂E

)
(E − µ)Σab(E), (24)

Kab(µ, T ) = 1
T

∫ +∞
−∞ dE

(
−∂f(E,µ,T )

∂E

)
(E − µ)2Σab(E), (25)

where µ is the chemical potential, T is the temperature, a and b are Cartesian indices, σS denotes

the matrix product of the two tensors, ∂f/∂E is the derivative of the Fermi–Dirac distribution

function with respect to the energy, and Σab(E) is the transport distribution function. The

latter is defined by

Σab(E) =
1

Vcell

∑

nk

vankv
b
nkτnkδ(E − Enk), (26)

where the summation is over all bands n and over all the BZ, εnk is the energy for band n at k

and vank is the a component of the band velocity at (n,k).

Obtaining converged quantities for Eqs.(23)–(25), therefore, requires to compute the band

derivatives vnk while sampling the BZ over dense k-point grids [152, 156, 157], since the term

∂f/∂E is non-zero only in a narrow energy region (of typical size kBT , where kB is the Boltz-

mann constant) around the chemical potential µ. Wannier interpolation allows carrying out this

task efficiently and accurately even when (avoided) crossings occur close to the Fermi level: band

derivatives at a given k point are obtained with an analytical expression, without resorting to

finite-difference methods [13]. Moreover, computation on dense k-point grids is very efficient, as

already discussed earlier for band interpolation. This WF-based Boltzmann-transport method-

ology is implemented in Wannier90 and used to compute transport tensors in its BoltzWann

module [158], as well as in other codes (see, e.g., the electron-phonon section, Sec. 3.7), and is

also used for post-processing calculations in many-body theory (see Sec. 3.8.1).

Furthermore, many transport coefficients (e.g., linear and non-linear (AHCs) [159, 160], anoma-

lous Nernst thermoelectric conductivity [161], magnetoresistance [162], and magnetochiral anisotropy [163])

depend on the Berry curvature and other quantum-geometric quantities [10, 164, 165]. As they

involve k-derivatives of the Bloch states themselves, such quantities cannot be obtained from the

energy dispersions. Moreover, those quantities tend to become strongly enhanced when weak

avoided crossings occur near the Fermi level; when that happens, very dense k-point grids must

be employed to converge the calculation [159]. Compared to band interpolation, the interpola-

tion of Berry-type quantities is more involved because it requires setting up matrix elements of

the position operator r̂, which is non-local in reciprocal space, i.e., not lattice periodic [16]. We

defer a discussion of that case to Sec. 3.5, and below we describe how to interpolate the matrix

elements of a generic lattice-periodic operator X̂.

3.3.3 Interpolation of a generic lattice-periodic operator

Replacing Ĥ → X̂ in Eq. (15) and using Eq. (6) yield

XW
ij (R) =

1

N

∑

k

e−ik·R
Jk∑

m,n=1

V ∗
k,mi⟨ψmk|X̂|ψnk⟩Vk,nj , (27)



which reduces to Eq. (16) for X̂ = Ĥ. The considerations made earlier regarding the spatial

decay and truncation of the HW(R) matrix apply equally well to XW(R). The Fourier-transform

step is also analogous to Eq. (17),

XW
k′,ij =

∑

R

eik
′·RXW

ij (R) = ⟨ψW
ik′ |X̂|ψW

jk′⟩ , (28)

and the final step is to apply to XW
k′ the same unitary transformation that was used in Eq. (18)

to diagonalize HW
k′ . Using Eq. (22), we find

XH
k′,mn =

(
U†
k′X

W
k′ Uk′

)
mn

= ⟨ψH
mk′ |X̂|ψH

nk′⟩ . (29)

In particular, diagonal elements ofXH
k′ give the expectation values of X̂ in the interpolated states.

With X̂ = Ŝ, for example, one obtains their spin polarization, which is how the color-coding in

Fig. 7 was generated.

Note that in addition to the overlap matrices and energy eigenvalues, interpolating a generic

operator X̂ ̸= Ĥ requires setting up its matrix elements ⟨ψmk|X̂|ψnk⟩ on the ab initio grid; this

should be done by the same interface code that computes the overlap matrices.

3.3.4 Wannier function perturbation theory

Several important materials properties can be calculated as the linear response of the system

to an external perturbation V̂ . A common example is the calculation of phonon dispersions

and electron-phonon coupling through density-functional perturbation theory (DFPT) [166],

the latter case is discussed in Sec. 3.7.

We follow [167], and write the Hamiltonian eigenstates of the perturbed system in terms of the

ones of the unperturbed system plus the wavefunction perturbation,

|ψnk⟩ = |ψnk⟩(0) + λ |ψnk⟩(1) + O(λ2) , (30)

where the wavefunction perturbation can be calculated with a sum over empty states,

|ψnk⟩(1) =
∑′

n′k′

|ψn′k′⟩(0) ⟨ψn′k′ |V̂ |ψnk⟩
(0)

ϵnk − ϵn′k′
. (31)

The primed sum means that terms for which the denominator vanishes are excluded.

Alternatively, the wavefunction perturbation can be calculated without summing over high-

energy states by solving the Sternheimer equation [166]. Lihm and Park [167] have shown that

such perturbation theory can be formulated in the Wannier representation, where the WFs of

the perturbed system can be written as

|Rj⟩ = |Rj⟩(0) + λ |Rj⟩(1) + O(λ2). (32)

The expression for |Rj⟩(1), reported in Eqs. (8) and (9) of [167], consists of two terms: the first

can be calculated with the Sternheimer equation to obtain the states |ψnk⟩(1), while the second

contains matrix elements of V̂ and the projector over the WFs of the unperturbed system. Cru-

cially, both terms only require energies and matrix elements within the Wannier outer window



introduced in Sec. 2.1.2. Thus, the Wannier function perturbation can be calculated without

making explicit use of the states outside that energy window.

For a monochromatic static perturbation with wavevector q, the first-order wavefunction per-

turbation can be interpolated as [167]

|ψH
nk′,q⟩

(1)
=

1√
N

∑

j,R

eik
′·R |Rqj⟩(1) Uk′,jn

+

NW∑′

m=1

|ψH
mk′+q⟩

(0) g̃Hmnk′,q

ϵ
(0)
nk′ − ϵ

(0)
mk′+q

, (33)

where the WF perturbations are expanded as a sum of monochromatic perturbations

|Rj⟩(1) =
∑

q

|Rqj⟩(1) (34)

while the superscript H marks the Hamiltonian gauge of the unperturbed (0) and perturbed (1)

system, Uk′ is the unitary matrix that diagonalizes the unperturbed Hamiltonian according to

Eq. (18), and g̃Hmnk,q is obtained by performing the Fourier transform of g̃ijR,q and then rotating

to the Hamiltonian gauge using Uk′ . The quantity g̃ijR,q is related to the perturbation and is

made of two terms (g̃ijR,q = gijR,q + δgijR,q), the first accounts for the matrix elements of V̂

between WFs of the unperturbed states

gijR,q = ⟨0i(0)|V̂q|Rj(0)⟩ , (35)

while the second is a correction stemming from the change of the WFs

δgijR,q = ⟨0i(0)|Ĥ(0)|Rqj
(1)⟩ + ⟨0−qi

(1)|Ĥ(0)|Rj(0)⟩ . (36)

The correction term δgijR,q is not required for the scattering matrix elements, but it is relevant

for the perturbed wave functions. A key aspect is that Wannier function perturbations are local-

ized in real space, so the perturbed Hamiltonian and its eigenstates can be efficiently interpolated

by considering coarse k-point grids. This permits the efficient interpolation of various matrix

elements involving the wavefunction perturbation, such as in the case of electron-phonon self-

energies and Kubo formulas. Wannier function perturbation theory (WFPT) has been applied

to describe temperature-dependent electronic band structures and indirect optical absorption,

shift spin currents and spin Hall conductivities [167]. WFPT has recently been made available

in the EPW code version 5.8 [168].

3.3.5 Porting Wannier Hamiltonians to TB codes

In TB theory, two phase conventions are commonly used to perform the Fourier transforms from

real to reciprocal space [10]: the one adopted in Eqs. (17), (20) and (28) (“original convention”),

and the alternative one (“modified convention”) where the phase factors in those equations are

modified as

eik
′·R → eik

′·(R+τ j−τ i) . (37)

Although the interpolated eigenvalues εHnk′ and matrix elements XH
k′,mn come out the same with

both conventions (as they should), the modified convention is more natural for the purpose of



evaluating quantities, such as Berry connections and curvatures, that are sensitive to the real-

space embedding of the TB model via the position matrix elements ⟨0i|r̂|Rj⟩ (see Sec. 3.5). This

has to do with the fact that with the original convention, TB eigenvectors (the column vectors of

Uk′) behave like full Bloch eigenstates |ψnk′⟩, whereas with the modified convention they behave

like their cell-periodic parts |unk′⟩ [10]; and it is in terms of the latter that Berry-type quantities

are most naturally expressed.

The modified phase convention is the one adopted in the TB codes PythTB [169] and TBmodels [170];

both are able to import the Wannier Hamiltonian HW
ij (R), along with the Wannier centers {τ j},

from the seedname tb.dat file written by Wannier90. PythTB was originally written for peda-

gogical purposes, as part of a course on Berry phases in electronic-structure theory that was later

turned into a textbook [10]. It is feature-rich but is not optimized for speed, as it was designed

with TB toy models in mind (however, a high-performance implementation is available [171]).

Instead, TBmodels has fewer post-processing functionalities, but it delivers critical speed-up and

improved scaling. Among other Wannier-TB codes, it is worth mentioning Wannier Tools [172],

which implements sparse Hamiltonians for large systems, band unfolding, and several other fea-

tures related to Berry-type quantities (see Sec. 3.5).

3.3.6 Wannier interpolation beyond density-functional theory

As discussed above, one of the most powerful and effective applications of WFs is the interpo-

lation of band structures and other electronic-structure properties. While this is already very

useful in the context of DFT calculations, it becomes even more compelling for beyond-DFT

methods, such as hybrid functionals [36, 173–178], many-body perturbation theory (MBPT) such

as G0W0 [179], and non-diagrammatic approaches such as the Koopmans-compliant function-

als [180–189]. In fact, in DFT the potential can always be recalculated from the sole knowledge of

the ground-state electronic charge density; therefore, the corresponding KS Hamiltonian can be

directly calculated at any arbitrary k-point. Instead, for most beyond-DFT methods this is no

longer the case, and band structure calculations on a high-symmetry path cannot be performed

as a series of independent diagonalizations. For hybrid functionals and GW, the eigenvalues at

a given k-point requires the knowledge of the wavefunctions and eigenenergies on all (k + q)-

points, where the q-points are defined on a uniform grid which has to be converged. In other

words, reasonably dense sampling on high-symmetry paths can only be obtained with some form

of interpolation.

While electronic-structure codes typically offer general-purpose interpolation methods, often

based on Fourier series [190, 191], WFs provide two concrete advantages. First, they are a

physically motivated basis set, which exhibits exponential convergence and is guaranteed to

deliver the exact result for a sufficiently dense k-point grid, so the accuracy can be systematically

increased simply by considering denser grids. If MLWFs are chosen, the efficiency is maximal

and rather coarse grids are often sufficient to faithfully reproduce the entire band structure.

Second, once a WF basis is constructed, it not only yields interpolated eigenvalues (e.g., the

band structure) but it also enables the Hamiltonian and many other operators to be described in

a compact real-space representation. Once the relevant operators in a WF basis are available, one

gets access to the full spectrum of theories and software packages that are part of the Wannier



ecosystem, capable of much more complex tasks than just band interpolation. Notably, once a

Wannierization is performed with hybrid functionals or at the G0W0 level, all other Wannier-

interpolated quantities can be obtained at the same level of theory with no extra effort or cost.

Finally, thanks to recent work in advanced minimization techniques (Sec. 2.4) and automation

(Sec. 3.10), the Wannier interpolation does not require much more human intervention than other

standard methods such as smooth Fourier interpolation. In the following, we briefly outline the

motivation and the corresponding procedure to deploy Wannier interpolation for two of the most

popular excited-state approaches: hybrid functionals, and many-body perturbation theory at

the G0W0 level.

Hybrid functionals. A very popular approach to improve the accuracy of ab initio band

structures is to combine explicit density-dependent functionals with Hartree–Fock terms, which

leads to orbital-dependent functionals called “hybrids” [36, 173–178]. The procedure to obtain

WFs is similar to that in vanilla DFT, except that non-self-consistent field (NSCF) calculations

cannot be performed, as the potential is not a functional of the total density only but requires

the knowledge of single-particle orbitals. Hence, only self-consistent field (SCF) calculations

are performed with hybrid functionals, including some higher-energy empty states (if any) that

might be needed to obtain Wannier functions through disentanglement [11]. This is different

with respect to DFT, where typically a SCF calculation is performed on the occupied states

only (plus some lower-lying conduction bands in the case of metals) and a NSCF calculation

is performed including higher-energy empty states, possibly on a different k-point grid. In

addition, ground-state calculations are typically performed on the irreducible Brillouin zone

(IBZ) by exploiting crystalline symmetries, while Wannier90 requires a uniform grid on the

full Brillouin zone (FBZ). As performing the self-consistent calculation on the FBZ is certainly

possible but rather inefficient, the typical procedure involves unfolding the ground-state orbitals

and band structure from the IBZ to the FBZ. This is done as a post-processing step performed

after the self-consistent calculation and before producing the overlap matrices and the other

input required to obtain WFs. For example, in the Quantum ESPRESSO distribution [54, 55]

this is done through the open_grid.x code. Notably, WFs can be used to speed up the core

hybrid-functionals calculations, as they allow reducing the number of exchange integrals to be

computed [192–197].

G0W0. Most of what has been discussed for hybrid functionals also holds for MBPT calculations

in the G0W0 approximation, with two important remarks. First, G0W0 is a one-shot approach in

the quasiparticle (QP) approximation which is typically performed on top of a DFT calculation:

so the orbitals remain at the KS level and only the energy eigenvalues are corrected, hence

neglecting off-diagonal elements of the self-energy in the KS basis. Second, as only the energies

are changed at the G0W0 level, the KS states might swap their band indices and not be ordered

in energy anymore. A typical case where this might manifest clearly are topological insulator

candidates (and systems with band inversions in general) such as monolayer TiNI [198], which

is topological in DFT and trivial at the G0W0 level. The practicalities of obtaining G0W0 WFs

and related quantities depend on whether the DFT and MBPT calculations are performed with

the same distribution (e.g., VASP [199]) or with two separate codes (as for example with Quantum



ESPRESSO [54, 55] and Yambo [200]). In general, G0W0 QP corrections ∆ϵQP
i = ϵG0W0

i − ϵDFT
i

need to be computed on a uniform grid in the FBZ, which can be made efficient by unfolding

from the IBZ to the FBZ (in Yambo, this operation is carried out by the post-processing utility

ypp). While orbitals remain at the DFT-KS level, Wannier90 requires the states to be ordered

with ascending energy and, in addition, some input matrices (e.g., the uHu) need to be updated

with QP corrections. If this is not performed by the ab initio engine, it can be taken care by the

Wannier90 utility gw2wannier90.py if the DFT eigenvalues and QP corrections are provided in

the standard format seedname.eig. After this step, the Wannierization can proceed as usual,

and it is available in both Wannier90 [96] and WanT [201]. Note that in G0W0, QP corrections

need to be computed on a subset of the k-point grid required to calculate the self-energy: this can

be exploited to speedup the calculation, especially for 2D materials as discussed in [200], because

Wannierization typically requires relatively coarse k-point grids. Finally, we briefly touch on

beyond-G0W0 development of interest from a WF perspective. While Aguilera et al. have shown

that off-diagonal components of the self-energy—which are not included in standard perturbative

approaches—are very relevant in case of band inversions [202] (such as for topological insulators),

Hamann and Vanderbilt have found [203] that, in general, differences between MLWFs obtained

with local-density approximation (LDA) and self-consistent GW (QSGW) are minimal.

Bethe–Salpeter equation In order to address neutral excitations, as opposed to the charged

excitations of GW, one needs to describe the bound state of an excited electron with the hole

that has been created. This is accomplished either using time-dependent density-functional

theory or Green’s function methods [204]; in the latter case, the Bethe–Salpeter equation (BSE)

is solved on top of the GW solutions. Within the Tamm–Dancoff approximation [204–206], the

BSE can be recast into an effective two-particle eigenvalue problem [204, 207], which in the

electron-hole (e-h) basis reads

∑

v′c′

[
Dvc,v′c′ + 2Kx

vc,v′c′ −Kd
vc,v′c′

]
Aλv′c′ = EλA

λ
vc, (38)

where the v, v′ and c, c′ indices run over valence and conduction states, Eλ are the neutral exci-

tation energies (the poles of the density-density response function), and Aλvc are the coefficients

of the excitonic wavefunctions (that are related to oscillator strengths) in the e-h basis. The

effective 2-particle Hamiltonian is made by i) a diagonal term Dvc,v′c′ = (εQP
c − εQP

v )δvv′δcc′ rep-

resenting the “bare” e-h transitions (i.e., without accounting for the electron-hole interaction)

from the QP theory, ii) an exchange-like term

Kx
vc,v′c′ =

∫
drdr′ ϕ∗c(r)ϕv(r)|r− r′|−1ϕ∗v′(r

′)ϕc′(r
′), (39)

and iii) a direct screened Coulomb term

Kd
vc,v′c′ =

∫
drdr′ ϕ∗c(r)ϕc′(r)W (r, r′)ϕ∗v′(r

′)ϕv(r
′) (40)

responsible for an effective attractive interaction between the electron and the hole. Here {ϕi}
and {εQP

i } are the QP wavefunctions and QP energies, respectively. The solution of Eq. (38)

in the e-h basis would require the explicit computation of a significant number of empty states,



which becomes in turn a critical convergence parameter. This can be conveniently avoided [208–

211] resorting to well established techniques from DFPT [166] by introducing i) the projector

over the conduction manifold Q̂ = 1− P̂ = 1−∑v |ϕv⟩⟨ϕv|, and ii) a set of auxiliary functions

ξv(r) =
∑

cAcvϕc(r), usually called a batch representation [212, 213]. These are Nv (where Nv

is the number of occupied states) auxiliary functions that live in the unperturbed empty-states

manifold and provide an equivalent but more compact representation of the excitonic wave-

function Θ(r, r′) =
∑

vcAcvϕ
∗
v(r)ϕc(r

′) =
∑

v ϕv(r)ξv(r
′). In this representation, the effective

2-particle Hamiltonian is completely specified by its action on the components of the batch [210]:

∑

v′

Dvv′ |ξv′⟩ =
∑

v′

(ĤQP − εv′1)δvv′ |ξv′⟩ (41)

∑

v′

Kx
vv′ |ξv′⟩ =

∑

v′

Q̂

(∫
1

|r− r′|ϕ
∗
v′(r

′)ξv′(r
′) dr′

)
|ϕv⟩ (42)

∑

v′

Kd
vv′ |ξv′⟩ =

∑

v′

Q̂

(∫
W (r, r′)ϕ∗v′(r

′)ϕv′(r
′) dr′

)
|ξv′⟩. (43)

The advantage of this formulation is that there is no explicit reference to the empty states (hidden

inside the projector Q̂ and the batch representation), and only the Nv auxiliary functions {|ξv⟩}
need to be determined solving the BSE in the batch representation.

A further computational speed-up (and an improvement on the overall scaling [211]) can be

achieved by moving from the KS orbitals to MLWFs and by exploiting their localization to

greatly reduce the number of operations needed to evaluate the action of the BSE Hamiltonian

on a trial state |ξv⟩. This is particularly relevant for the direct term (Eq. (43)), which represents

the real bottleneck of the calculations. In the Wannier representation, this becomes

∑

v′

Kd
vv′ |ξ̃v′⟩ = Q̂

(∑

v′

∫
W (r, r′)ω∗

v′(r
′)ωv′(r

′) dr′

)
|ξ̃v′⟩, (44)

where {ωv(r)} are the MLWFs and ξ̃v(r) is the batch component in the Wannier representation

(simply obtained by rotating the original ξv(r) with the unitary matrix rotation that transforms

the manifold from the canonical to the MLWF representation). Exploiting locality, one can

define a threshold for which a given pair of MLWFs overlap. By excluding non-overlapping

pairs of MLWFs from the summation in Eq. (44), it becomes possible to lower the scaling of

the evaluation of the action of the direct term on trial states from O(N4) to O(N3) [211], an

approach that has been established and applied in the community [185, 208, 211]. Tight-binding

and phenomenological models based on localized representation have also recently appeared [214,

215].

The concept of MLWF can be actually extended to multiparticle Bloch states and has been

recently applied to excitons, which are two-particle correlated e-h excitations and where maximal

localization can be defined with respect to an average e-h coordinate in real space [216]. The

benefits of these maximally localized exciton Wannier functions (MLXWFs) for excitons are

essentially the same as those of MLWFs for electrons, including providing a compact basis for

ab initio exciton TB models and interpolating key quantities such as the excitonic bands, the

exciton-phonon matrix elements and Berry curvatures for the exciton wavefunction, while also

providing physical insights on the nature of excitons [216].



3.4 Ballistic transport and nanostructures

MLWFs can be used to build the electronic structure of large nanostructures [12, 217] and to

determine their ballistic transport when connected to semi-infinite leads [12, 31]. In this latter

case, the formalism of Green’s functions is used to embed a conductor into the surrounding

environment. In all cases, the building blocks are Hamiltonian matrix elements between the

localized MLWFs that are used to construct, LEGO™-like, either the desired non-self-consistent

Hamiltonian of a much larger nanostructure, or the self-energies embedding the conductor of

interest into semi-infinite leads. Importantly, any solid (or surface) can be viewed as an infi-

nite (or semi-infinite, in the case of surfaces) stack of “principal layers” interacting only with

neighboring layers [218, 219]. In this way, the infinite-dimensional real-space Hamiltonian can

be divided into finite-sized Hamiltonian matrices; for a bulk system (i.e., infinite and periodic)

the only independent components are H00 and H01, where the former represents the interaction

between MLWFs located in the same principal layer, and the latter the interaction between

orbitals in one principal layer and the next.

As discussed by Nardelli [220], one can consider a system composed of a conductor C connected

to two semi-infinite leads, R and L (C, R, and L are in themselves composed by a finite or

infinite number of principal layers). The conductance through C is related to the scattering

properties of C itself via the Landauer formula [221]:

G(E) =
2e2

h
T (E), (45)

where T is the transmission function, G is the conductance, and T is the probability that an

electron injected at one end of the conductor will transmit to the other end. This transmission

function can be expressed in terms of the Green’s functions of the conductors and of its coupling

to the leads [218, 219] as

T = Tr(ΓLG
r
CΓRG

a
C), (46)

where G
{r,a}
C are the retarded and advanced Green’s functions of the conductor, respectively, and

Γ{L,R} are functions that describe the coupling of the conductor to the two leads. To compute

the Green’s function of the conductor, one starts from the equation for the Green’s function of

the whole system:

(ϵ−H)G = 1 (47)

where ϵ = E+iη with η arbitrarily small, and 1 is the identity matrix. The matrix representation

of G in a WFs basis can be partitioned as




GL GLC GLCR

GCL GC GCR

GLRC GRC GR


 = (48)




(ϵ−HL) HLC 0

H†
LC (ϵ−HC) HCR

0 H†
CR (ϵ−HR)




−1

.

We can then write the conductor Green’s function as

GC(E) = (ϵ−HC − ΣL − ΣR)−1, (49)



where the effect of the semi-infinite leads on the conductor is described by the self-energies ΣL,R,

and the coupling functions Γ{L,R} are obtained from the self-energies as

Γ{L,R} = i[Σr
{L,R} − Σa

{L,R}] ; (50)

here, the advanced self-energy is the Hermitian conjugate of the retarded one, and we solve for

the latter. Given that the semi-infinite leads are also made of principal layers, one can construct

the self-energies as [220]

ΣL = H†
LC(ϵ−HL

00 − (HL
01)

†TL)−1HLC ,

ΣR = HCR(ϵ−HR
00 −HR

01TR)−1H†
CR,

(51)

where, e.g., H00 describes the intralayer interactions and H01 the interlayer couplings. The

transfer matrices TL,R and TL,R, defined such that G10 = TG00 and G00 = TG10, are calculated

following the iterative procedure by Lopez-Sancho et al. [222]. The only inputs are the matrix

elements of the Hamiltonian Hmn in a localized representation; the accuracy of the results

depends on having principal layers that do not couple beyond next neighbors, i.e., on having

a well-localized basis. The knowledge of the conductor Green’s function GC also gives direct

information on the electronic spectrum via the spectral density of the electronic states: NC(E) =

−(1/π)Im(TrGC(E)).

As an example, we take a (5,5) single-wall carbon nanotube, described with a supercell contain-

ing 100 carbon atoms (five times the primitive cell); the disentanglement and Wannierization

procedure results in 150 sp2 orbitals and 100 pz orbitals. Such supercell size is large enough to

allow for Γ-sampling only in the BZ, and to have negligible overlap with the MLWFs belonging

to the second next supercell. We show in Fig. 8 the results for the band structure, quantum

conductance, and density of states, adapted from [12]. The metallic nanotube, notwithstanding

its ∼2 eV pseudo-gap at Γ, shows a band structure in perfect agreement with that obtained

from a very fine sampling of the BZ, and perfect agreement between the steps in conductance

and the peaks in the van Hove singularities, with the maxima and the minima of the band

dispersions at arbitrary points in the BZ. While these methodologies based on WFs have been

implemented either as an extension of Wannier90 [223] or standalone in the WF-based WanT

code [201], analogous techniques have been developed for other types of localized orbitals and

implemented in simulation codes such as TranSiesta/Atomistix Toolkit [224], SMEAGOL [225],

OpenMX [226], NEMO5 [227–230], nextnano [231], NanoTCAD Vides [232, 233], KWANT [234], some

of which also provide an interface with the Wannier ecosystem. In addition, we emphasize that

different kinds of WFs can be adopted as basis for ab initio quantum transport calculations,

such as the POWFs [56, 57] discussed in Sec. 2.4, which have been used both at the DFT [235]

and GW [236] level.
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Figure 8: Left panel: Comparison of the band structure for a (5,5) single-walled carbon nanotube, calculated in the 20-

atom primitive cell with a self-consistent Hamiltonian using 5 k points along the 1-dimensional Brillouin zone (k = nπ/L, n =

0, 1, ..., 4) and then diagonalized non-self-consistently everywhere (red dots), or calculated in a supercell 5 times longer. In

this latter case, the Brillouin zone is 5 times shorter, it displays 5 times more bands, and the Hamiltonian is consistently

obtained using Γ sampling only. While a pseudogap of more than 2 eV is present at Γ, non-self-consistent diagonalization

everywhere (solid thin lines) captures very faithfully the metallic character of the nanotube. Folding the original bands (red

dots) into the smaller Brillouin zone of the supercell also shows perfect agreement between the calculations. These results

highlight how disentanglement in the supercell recovers from the empty states at Γ what is needed to capture the character

of filled and empty states away from Γ. The center and right panels reinforce this point, showing the ballistic conductance

and density of states obtained from the Green’s functions calculated using the supercell Wannier functions. Notably, the

van Hove singularities and conductance steps are captured with great accuracy even when the bands edges are at arbitrary

points, highlighting the role of MLWFs as excellent interpolators and building blocks for the non-self-consistent electronic

structure of large-scale nanostructures (see also [12]).

3.5 Berryology

3.5.1 Motivation

Berry phases and related quantities are central to the description of the electronic properties of

crystals [10, 164]. Here are some representative examples ∗.

1. The electronic contribution to the electric polarization of an insulator is given by

Pel = −e
occ∑

n

∫

BZ

d3k

(2π)3
Ak,nn , (52)

where −e is the electron charge and Ak,nn are diagonal elements of the Berry connection

matrix,

Ak,mn = i⟨umk|∇kunk⟩ . (53)

2. Off-diagonal elements of Ak describe electric-dipole transition moments, allowing the in-

∗All the formulas are given for single band occupancy.



terband optical conductivity to be expressed as

σab(ω) =
ie2

ℏ
∑

m,n

∫

BZ

d3k

(2π)3
(fmk − fnk)×

× εmk − εnk
εmk − εnk − ℏ(ω + i0+)

Aak,nmA
b
k,mn , (54)

where fnk is the Fermi-Dirac occupation factor.

3. The Berry curvature is defined as the curl of the Berry connection,

Ωnk = ∇k ×Ak,nn = −Im ⟨∇kunk| × |∇kunk⟩ , (55)

and its integral over the occupied states gives the intrinsic AHC,

σyx =
e2

ℏ

∫

BZ

d3k

(2π)3

∑

n

fnkΩz
nk . (56)

4. The ground-state orbital magnetization reads

Morb =

∫

BZ

dk

(2π)3

∑

n

fnk

[
morb
nk +

e

ℏ
(εF − εnk)Ωnk

]
, (57)

with εF the Fermi energy and

morb
nk =

e

2ℏ
Im ⟨∇kunk| ×

(
Ĥk − εnk

)
|∇kunk⟩ (58)

the intrinsic orbital moment of a Bloch state.

5. To first order in applied fields E and B, the semiclassical equations of motion for a

wavepacket in a Bloch band read

ṙ =
1

ℏ
∇kε̃nk − k̇×Ωnk , (59a)

k̇ = − e
ℏ
E− e

ℏ
ṙ×B , (59b)

where

ε̃nk = εnk −
(
mspin
nk + morb

nk

)
·B (60)

is the Zeeman-shifted band energy.

The motivation to apply Wannier interpolation to Berry-type quantities came from pioneering

ab initio calculations of the AHC in the ferromagnets SrRuO3 [237] and BCC Fe [159], which

revealed the integrand of Eq. (56) to be strongly peaked in the vicinity of avoided crossings

between occupied and empty bands; resulting in the need to sample the BZ over millions of

k points to reach convergence. An efficient Wannier-interpolation scheme for evaluating the

AHC was developed in [238], and since then the methodology has been applied to many other

properties.

Wannier interpolation of Berry-type quantities was introduced in version 2 of Wannier90 as

part of its post-processing code postw90 [112], with the ability to compute AHC [238], inter-

band optical conductivity [13], and orbital magnetization [239]. The list of available properties



has grown considerably since then, and more recently the WannierBerri code package [240]

introduced several methodological improvements including “pruned FFT” [241, 242] (a combi-

nation of fast and slow Fourier transforms), and the use of symmetries and of the tetrahedron

method for BZ integrals. Other codes also compute Berry-type quantities in different contexts,

such as dynamics-w90 [243] for time-dependent dynamics. We note that some codes, including

WannierTools [172] and linres [244], implement some functionalities but with additional ap-

proximations (see discussion of Eq. (66) below). The reader should consult the documentation

of the codes for an up-to-date description of their capabilities.

In the following, we outline the basic interpolation strategy for Berry-type quantities, using the

off-diagonal Berry connection as an example (the diagonal Berry connection that enters the

Berry phase requires a separate treatment, see Sec. 3.6). For discussion purposes, we adopt the

modified phase convention for Bloch sums indicated in Eq. (37).

3.5.2 Wannier interpolation of the interband Berry connection

We wish to evaluate off-diagonal elements of the Berry connection matrix in the Hamiltonian

gauge. Inserting in Eq. (53) the relation (22) between interpolated Bloch states in the Hamilto-

nian and Wannier gauges, we obtain

AH
k′ = iU†

k′∇k′Uk′ + U†
k′A

W
k′Uk′ . (61)

Note the extra (first) term compared to the gauge-transformation rule (29) for a lattice-periodic

matrix object. Recalling from Eq. (18) that the columns of Uk′ are eigenvectors of HW
k′ , the

off-diagonal matrix elements of that term can be evaluated from non-degenerate perturbation

theory as

(
U†
k′∇k′Uk′

)
mn

=

[
U†
k′
(
∇k′HW

k′
)
Uk′

]
mn

εHnk′ − εHmk′
. (62)

All quantities on the right-hand side can be obtained from Eqs. (17) and (18) starting from

⟨0i|Ĥ|Rj⟩ and τ j = ⟨0j|r̂|0j⟩ (the latter appears in the modified phase factors in Eq. (37)).

For the second term in Eq. (61), we also need

AW
k′,ij =

∑

R

eik
′·(R+τ j−τ i)dij(R) , (63)

which follows from inserting in Eq. (53) the Bloch sum (20) with the modified phase factors.

Here dij(R) are the off-diagonal matrix elements of r̂ in the Wannier basis, that is,

⟨0i|r̂|Rj⟩ = δR,0δijτ j + dij(R) . (64)

The matrix elements ⟨0i|Ĥ|Rj⟩ are evaluated using Eq. (16), and the corresponding procedure

for ⟨0i|r̂|Rj⟩ is as follows. First, we can use Eq. (6a) to write ⟨0i|r̂|Rj⟩ as (1/N)
∑

k e
−ik·RAW

k,ij .

Since the Bloch functions are smooth in the Wannier gauge, AW
k,ij can be evaluated on the ab

initio grid by discretizing the k derivative appearing in Eq. (53). Adopting the finite-differences



scheme described in [4] and [83] we obtain

⟨0i|r̂|Rj⟩ =
i

N

∑

k

e−ik·R
∑

b

wbb×

×
∑

m,n

V ∗
k,miM

(k,b)
mn Vk+b,nj , (65)

where b are vectors connecting neighboring grid points, wb are appropriately chosen weights,

M (k,b) are the overlap matrices defined by Eq. (12), and Vk are the Wannierization matrices

in Eq. (6b); since the overlap matrices were computed in preparation for the WF construction

procedure, and the Wannierization matrices were obtained at the end of that procedure, both

are readily available.

Once ⟨0i|Ĥ|Rj⟩ and ⟨0i|r̂|Rj⟩ have been tabulated, the interband Berry connection can be

evaluated from Eqs. (61)–(63), with the matrices Uk′ therein (along with the interpolated energy

eigenvalues) given by Eq. (18). Finally, the Berry connection and energy eigenvalues are inserted

in Eq. (54) to obtain the interband optical conductivity [13].

Equation (65) entails a numerical error of order (∆k)2, where ∆k is the ab initio mesh spacing [4,

83]. The direct real-space mesh integration method mentioned below Eq. (16) should be free of

such errors, but it is not as practical in the context of k-space Wannierization schemes. It is

therefore desirable to develop improved discretized k-space formulas for ⟨0i|r̂|Rj⟩ and related

matrix elements. A higher-order generalization of the discretization scheme of [4] and [83] was

recently introduced [245], and further improvements are currently under way [246, 247].

In empirical tight-binding, it is customary to approximate the position matrix elements by

dropping the second term in Eq. (64) [10, 248],

⟨0i|r̂|Rj⟩ ≈ δR,0δijτ j . (66)

In this approximation, and when the modified phase convention (37) is used, the matrix AW
k′

in Eq. (63) vanishes; Eq. (61) for AH
k′ then reduces to its first term, which can be interpreted

as the “internal” Berry connection of the tight-binding eigenvectors; this is how tight-binding

codes such as PythTB evaluate Berry phases and curvatures [249], which is quite natural in the

context of toy-model calculations.

The above approximation is harder to justify when using ab initio WFs, given that the discarded

dij(R) matrix elements are readily available, as mentioned above; even so, that approximation

is made by some codes, including WannierTools [172] and linres [244]. The role of intra-

atomic dij(R) matrix elements in tight-binding calculations of the linear dielectric function was

studied in [250]; in [251], that analysis was extended to inter-atomic matrix elements and to

non-linear optical responses, using Wannier interpolation. The importance of the dij(R) off-

diagonal elements for gauge invariance has been discussed also in the context of time-dependent

dynamics [252].

3.5.3 Other Berry-type quantities

The interpolation of the Berry curvature Ωk proceeds along similar lines, allowing the compu-

tation of AHC from Eq. (56) [238], and the procedure can be extended to spin Hall conductivity



(SHC) [253, 254] or non-linear responses. For example, non-linear optical and AHCs involve

k-derivatives of Ak and Ωk, respectively [160, 255]; in the same way as band derivatives (see

Sec. 3.3.2), both are conveniently evaluated by Wannier interpolation [256–258]. To interpolate

Ak, Ωk, and their k-derivatives, only ⟨0i|Ĥ|Rj⟩ and ⟨0i|r̂|Rj⟩ are needed, but other quantities

require additional matrix elements †. For example, the orbital moment in Eq. (58) requires

⟨0i|Ĥ(r̂−R)|Rj⟩ and ⟨0i|r̂aĤ(r̂−R)b|Rj⟩ [239]; and while the former can be evaluated on the

ab initio grid using the same ingredients entering Eqs. (16) and (65) for ⟨0i|Ĥ|Rj⟩ and ⟨0i|r̂|Rj⟩,
the latter also requires ⟨umk+b1 |Ĥk|unk+b2⟩, which must be calculated separately [239]. As in

the case of Eq. (61) for Ak′ , the resulting interpolation formula contains an “internal” term anal-

ogous to Eq. (58) itself, but expressed in terms of the TB eigenvectors and Hamiltonian. That

term can be evaluated from ⟨0i|Ĥ|Rj⟩ and τ j alone, but it leaves out important atomic-like con-

tributions that are encoded in the other matrix elements needed for a full calculation [239, 260].

Matrix element
Wannier90

file
Needed for

Implemented

in

Computed by

mmn2uHu from

⟨umk|Ĥk|unk⟩ = εnkδmn *.eig
Transport, optics,

morb
k

All

⟨umk|σ̂|unk⟩ *.spn mspin
k QE,VASP

⟨umk|unk+b⟩ *.mmn
Ak, Ωk, morb

k ,

all below
All

⟨umk+b1 |Ĥk|unk+b2⟩ *.uHu morb
k QE *.eig, *.mmn

⟨umk+b1 |unk+b2⟩ *.uIu qabk QE *.mmn

⟨umk|σ̂Ĥk|unk+b⟩ *.sHu
}

SHC in [254]
QE

*.eig, *.mmn,

*.spn

⟨umk|σ|unk+b⟩ *.sIu QE *.mmn, *.spn

Table 1: Ab initio matrix elements that are used explicitly in setting up the WF matrix elements needed to perform

common interpolation tasks, SHC stands for spin Hall conductivity. * denotes the seedname specified in the input file

of Wannier90. QE = Quantum ESPRESSO, Ak is the Berry connection or electric dipole matrix (53), Ωk is the Berry

curvature (55), morb
k is the intrinsic orbital magnetic dipole (58), and qabk is the intrinsic electric quadrupole (for the matrix

definitions of morb
k and qabk , see [261]). The optical conductivity (54) in the electric-dipole approximation involves εnk

and Ak, the AHC (56) involves εnk and Ωk, and the orbital magnetization (57) involves εnk, Ωk and morb
k . Spatially

dispersive responses such as natural optical activity depend on εnk, Ak, m
orb
k , mspin

k , and qabk [261]. The mmn (and eig)

matrix elements are needed for constructing the (disentangled) WFs, and hence they are used implicitly when interpolating

any physical quantity.

The ab initio matrix elements needed for various interpolation tasks are listed in Table 1. The

files *.eig and *.mmn are required already for constructing the WFs, and therefore they are

provided by the interface code of every ab initio code that is compatible with Wannier90. The

file *.spn is provided by the interface of both Quantum ESPRESSO and VASP. As for the other

matrix elements listed in Table 1, at present they are only implemented in pw2wannier90.x,

the interface of Quantum ESPRESSO.

As a workaround for obtaining these quantities from the output of other ab initio engines,

†By explicitly plugging the Bloch sum of Eq. (20) into the RHS of Eq. (55), one may think that a matrix

element ⟨0i|r̂ar̂b|Rj⟩ might be needed. However, this term is symmetric under the exchange of a and b, therefore

it does not contribute to the cross-product, as shown in Eq. (40) of Ref. [259].



one can resort to a sum-over-states procedure. For example, the uHu matrix elements may be

expressed as

⟨umk+b1 |Ĥk|unk+b2⟩ ≈
lmax∑

l

⟨umk+b1 |ulk⟩εlk⟨ulk|unk+b2⟩ (67)

in terms of the energy eigenvalues and overlap matrices, and the relevant matrices for spin Hall

conductivity can be obtained similarly [253]. Since the summation is done before Wannieriza-

tion, the number lmax of states included in the non-self-consistent ab initio calculation can be

systematically increased until the desired level of convergence is reached.

The above procedure is implemented for uHu, uIu, sHu and sIu in the utility mmn2uHu [262]

provided with the WannierBerri code package [240]. Besides its use as a workaround, it can

serve as a benchmark for testing future implementations of those matrix elements in various

interface codes between ab initio and Wannier engines.

3.6 Topological invariants and related properties

The topological aspects of band theory have been studied intensively over the past two decades [10,

263], and ab initio calculations have been central to that effort [264]: they are used for identify-

ing candidate topological materials, to determine topological invariants, and to calculate surface

bands that can be compared with angle-resolved photoemission measurements.

WFs feature prominently in topological band theory. For example, quantum anomalous Hall

insulators [265] (a.k.a. Chern insulators) can be defined as 2D systems where it is not possible ‡

to construct a set of exponentially localized WFs [10, 22, 68]: this is known as a “topological

obstruction”. More generally, symmetry-protected topological insulators can typically be defined

as insulators for which it is not possible to construct a set of WFs spanning the valence bands

without breaking the protecting symmetry in the choice of gauge [72, 267]. Prominent examples

include 2D quantum spin Hall insulators [268–270] and 3D Z2 topological insulators [271], where

the protecting symmetry is time reversal, and topological crystalline insulators, which are instead

protected by crystalline symmetries [272].

A second example is the “Wannier spectrum” defined by the centers of hybrid (a.k.a. hermaphrodite)

orbitals [273] that are Wannier-like along ẑ and Bloch-like along x̂ and ŷ. The surface energy

spectrum εn(kx, ky) can be continuously deformed into the bulk Wannier spectrum zn(kx, ky)

obtained by Wannierizing along the surface normal [274, 275], allowing to infer the topological

flow of the surface energy bands from that of the bulk Wannier bands [276]. In some cases, the

topological indices can be deduced from the Wannier band structure [277, 278].

WFs also play a more practical role in the study of topological materials, as several of the

electronic-structure packages that are commonly used to characterize them rely on a Wan-

nier/TB representation (despite the obstruction mentioned above [72, 267], topological insulators

still afford a Wannier representation, provided that the WFs span a few low-lying conduction

states along with the valence bands).

In particular, both PythTB [169] and WannierTools [172] work with orthogonal TB models,

‡Very recent work [266] suggests that it might be possible to construct optimally localized WFs even in

presence of non-vanishing Chern numbers, at least for the simple case of one isolated band.



and have the option to import TB Hamiltonians generated by a Wannier engine using either

the ∗ hr.dat or the ∗ tb.dat file format (as mentioned above, the latter also includes the

matrix elements of the position operator in the Wannier basis, and the coordinates of the lattice

vectors). The key point is that the Wannierized Hamiltonian preserves the topological features of

the original first-principles electronic structure; the identification and characterization of those

features can therefore be carried out entirely in the Wannier representation, which is often more

convenient and/or efficient than proceeding directly from the ab initio Bloch states.

The simplest example of a topological band-structure feature is an isolated touching between

a pair of bands, known as a “Weyl point” [10, 279]. Weyl points are fundamentally different

from weak avoided crossings, but most band interpolation schemes are unable to tell them apart;

instead, Wannier interpolation correctly distinguishes between the two. The distinction is rooted

in the fact that a Weyl node acts as a monopole source or sink of Berry curvature in k space,

allowing to associate with it a topological invariant known as the “chiral charge.”

The chiral charge χ (typically ±1, but sometimes ±2 or ±3 [280, 281]) can be determined in two

different ways: (i) from the quantized Berry-curvature flux through a small surface S enclosing

the Weyl point [10, 282], ∫

S
Ωnk · n̂ = −2πχ , (68)

where n̂ is a unit vector in the direction of ∇kεnk; (ii) by evaluating the Berry phase

ϕn(C) =

∮

C
Annk · dk (69)

around contours C at fixed latitude on an enclosing spherical surface, and then tracking its

evolution from zero at the south pole to 2πχ at the north pole [277].

The latter procedure is implemented in both Z2Pack [283] and WannierTools. All that is

required is the TB Hamiltonian ⟨0i|Ĥ|Rj⟩, from which one obtains the eigenvectors on a discrete

mesh {kj} of points along each contour; the Berry phase is then evaluated by finite differences

from the overlaps between TB eigenvectors on consecutive points along C as follows [10],

ϕ(int)n (C) = −Im ln Πj⟨⟨unkj
||unkj+1

⟩⟩ , (70)

where ||unkj
⟩⟩ denotes a column vector of the matrix Ukj

defined by Eq. (18). The above expres-

sion corresponds, in the language of Sec. 3.5, to the internal part of the Berry phase (69), which

also contains an external part

ϕ(ext)n (C) =
∑

j

⟨⟨unkj
||AW

k ||unkj
⟩⟩ · ∆k , (71)

where ∆k = (kj+1−kj−1)/2 [259]. The two parts arise from discretizing the integral along C of

the two terms in Eq. (61) for the interpolated Berry connection; the internal term only depends

on ⟨0i|Ĥ|Rj⟩, while the external one also requires ⟨0i|r̂|Rj⟩. The 2π indeterminacy in the Berry

phase comes from the former, while the latter is single-valued and hence it does not contribute

to the quantized change in Berry phase from the south to the north pole of a spherical surface;

this is why χ can be determined from the TB Hamiltonian alone.

Weyl crossings can occur at arbitrary points in the BZ, which makes it difficult to spot them

in the band structure. By allowing to quickly evaluate energy eigenvalues and band velocities
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Figure 9: Sketch of some possible evolutions of hybrid polarization Pe(ky), i.e. the sum of hybrid Wannier charge centers,

across the BZ. Chern numbers C correspond to different winding numbers. See [277] for an in-depth discussion.

at arbitrary k points, Wannier interpolation provides a practical solution to this problem [282]:

to locate the degeneracies between bands n and n + 1, define a gap function εn+1k − εnk, and

search for its minima using a minimization method such as conjugate-gradient, starting from

a sufficiently dense grid of k points. After discarding local minima where the gap function is

above some numerical threshold, one is left with candidate degeneracies that can be further

characterized; they include not only point nodes such as Weyl and Dirac nodes [279], but also

nodal lines [284, 285]. This procedure is implemented in WannierTools.

Topological materials feature characteristic boundary modes that reflect the bulk topology [10,

263]. In the case of Weyl semimetals, those modes take the form of “Fermi arcs” connecting the

projections of bulk Weyl nodes of opposite chirality onto the surface BZ [10, 279]. PythTB and

WannierTools allow to terminate a bulk TB model along specified directions, creating ribbons or

slabs whose boundary modes can then be inspected by plotting the energy bands. WannierTools

also has the option to obtain a surface spectral function from the Green’s function calculated

for a semi-infinite system. We remark that, in general, these methods yield boundaries that

are the result of a truncation of the Wannier Hamiltonian, where the on-site energies and hop-

pings between surface (edge) atoms are left unchanged to their bulk value. More broadly, these

methods completely neglect any relaxation, charge redistribution and reconstruction of the sur-

face (edge). Hence, these are very crude and unrealistic approximations, and the corresponding

calculations do not provide a first-principles description of the boundary electronic structure,

even if they derive from a bulk Wannier Hamiltonian that was calculated with first-principles

methods. Still, they provide valuable insights for the prediction of purely topological proper-

ties, in particular the existence of topologically protected surface (edge) states such as chiral

or helical edge states, surface Dirac cones, or Fermi arcs. While these calculations can support

the existence of these boundary states, their precise band dispersion requires to treat more ex-

plicitly the boundary electronic structure, typically through supercell slab (ribbon) simulations

with structural optimization.

As already mentioned, another very useful tool for diagnosing topological behaviors is a hybrid



representation of the electronic structure in terms of orbitals that are localized in one spatial

direction only, remaining extended in the others [273]. To define these hybrid Wannier functions

(HWFs) for lattices of arbitrary symmetry, it is convenient to work in reduced coordinates.

Consider a 2D crystal, and let k = k1b1 + k2b2 and r̂ = x̂1a1 + x̂2a2. Choosing b2 as the

localization direction, the HWFs are defined as

|hk1ln⟩ =
1

N2

∑

k2

e−i2πk2l |ψnk⟩ , (72)

where N2 is the number of distinct values of k2 in the BZ, and l labels cells along a2. The

topological indices can be determined from the winding of the HWF centers

x2,k1ln = ⟨hk1ln|x̂2|hk1ln⟩ ; (73)

for bulk materials, the analysis is carried out on high-symmetry BZ planes.

A different physical perspective on the HWF centers is provided by the Wilson loop, which is

calculated over a closed curve C in k space and discretized in L points as

W(C) =
L−1∏

i=0

P occ
ki

(74)

and is a J × J matrix [286] obtained from the product of ground-state projectors P occ
ki

. The

Wilson-loop approach was first developed for TR-symmetric systems and later generalized to

other topological phases [287–290].

The two approaches are essentially equivalent [277]: the logarithm of the eigenvalues of the

Wilson loop at a given k point correspond to a gauge-invariant set of HWFs centers, which

coincide with those obtained from maximal localization [9]. Indeed, while the original imple-

mentation based on HWFs enforced parallel transport by performing singular value decompo-

sition on each overlap matrix along the line in k space, in the Wilson loop formalism the full

gauge-invariant loop W is diagonalized; the second approach has been found to converge a bit

faster and allows studying the expectation value of the Wilson-loop eigenstates over symmetry

operators [277, 283].

This hybrid-Wannier (or “Wilson-loop”) scheme is implemented in Z2Pack, and a detailed de-

scription of the methodology can be found in [277]. In Z2Pack, the hybrid Wannier centers (73)

are obtained from a parallel-transport construction, starting from the overlap matrices (12) [276].

The same procedure is implemented in PythTB and WannierTools for Wannier/TB Hamiltoni-

ans; the required overlaps are then taken between TB eigenstates, as in Eq. (70) above (Z2Pack

can also operate in this mode). We remark that Z2Pack [277] works with both Wannier/TB

Hamiltonians, and directly with first-principles engines such as Quantum ESPRESSO and VASP.

In closing, it is worth bearing in mind the different design philosophies of the three packages

surveyed in this section. As already mentioned in Sec. 3.3, PythTB [169] was designed with

TB “toy models” in mind, and to be used as a pedagogical tool; it enables the computation

of several geometric and topological quantities (Berry phases and curvatures, Chern numbers,

hybrid Wannier centers) as well as to generate ribbons and slabs to expose their boundary modes.

Although PythTB can also import large Wannier models (which can be truncated internally),



the code is not optimized for speed; however, a high-performance Numba [291] implementation

of PythTB better suited for that purpose is available [171]. WannierTools [172], on the other

hand, is primarily designed to work with large Wannier models, and is parallelized using MPI.

Its distinctive features include searching for band degeneracies, and plotting surface spectral

functions. Finally, Z2Pack is focused on the HWF scheme; it is not primarily a “post-Wannier”

code, since it can circumvent the need to use a Wannier engine by directly reading the ab initio

overlap matrices, which can help streamline high-throughput calculations [198, 292].

While topological invariants are generally introduced for crystalline periodic systems in PBCs,

there are a few scenarios that require either the use of open boundary conditions (OBCs) or

the adoption of large supercells with Γ-only sampling; in both cases, standard approaches are of

no avail. Relevant examples include the study of Anderson [293–295] and amorphous topologi-

cal insulators [296], heterogeneous systems such as trivial/topological junctions [27], molecular

dynamics simulations, and any other use case that does not fit a small primitive cell with BZ

sampling. Among many other approaches (see [296] for a dedicated overview), single-point sam-

pling [297, 298] and local markers [27, 299, 300] have been introduced to study topology for

non-crystalline systems.

Thanks to the use of WFs as a basis set, these techniques can be implemented seamlessly in the

same framework both for model TB (like the Haldane [265] or the Kane–Mele models [268, 269])

and ab initio TB, where the latter is obtained by constructing WFs on top of any electronic

structure calculations including DFT, GW or DMFT (as discussed in Sec. 3.3). This strategy has

been adopted by the StraWBerryPy code [298–301], where model or ab initio TB Hamiltonians

are read and manipulated either through PythTB or TBmodels. This code can then calculate a

few single-point and local topological invariants such as the Chern number and the Z2 invariant,

as well as other quantum-geometrical quantities of the electronic structure that are relevant for

topological materials.

3.7 Electron-phonon interactions

3.7.1 Methodology

In the past decade, we have witnessed a community-wide effort to develop advanced compu-

tational approaches and simulation tools for atomistic modeling of function-defining properties

of materials. A primary focus of this ongoing research has been the accurate description of

electron-phonon (e-ph) interactions from first-principles [302], as they determine many ma-

terials properties of technological interest such as electrical and thermal transport [303–320],

phonon-assisted light absorption [321–323], phonon-mediated superconductivity [324–331], po-

laron formation [332–337], and excitonic effects [216, 338–342]. This list of references is by no

means exhaustive, and it is only intended to serve as a starting point for the respective topics.

A comprehensive review of the theory of e-ph interactions in solids from the point of view of ab

initio calculations is given by [302]. An important contribution to the e-ph problem has been

recently made by [343] who have developed an ab initio many-body quantum theory of electrons

and phonons in and out-of-equilibrium.

There is a well established formalism for computing the e-ph matrix elements from first-principles



using DFPT [166, 344–346]. Furthermore, a linear-response approach employing the GW

method, named GW perturbation theory (GWPT), has recently been proposed to improve the

accuracy of the DFPT e-ph matrix elements [347, 348]. However, all aforementioned materials

properties are notoriously difficult to evaluate with desired accuracy using DFPT or GWPT cal-

culations directly due to the prohibitive computational cost. To achieve numerical convergence,

the e-ph matrix elements need to be computed on ultra-dense electron (k) and phonon (q) BZ

grids with 106 − 107 points.

Specialized numerical techniques based on Fourier interpolation of the perturbed potential [132,

349], linear interpolation [303], Wannier interpolation [324, 350–352] or atomic orbital interpo-

lation [304, 352] of the e-ph matrix elements, and Fermi-surface harmonics representation of

the e-ph matrix elements [353–355] have been developed to address this convergence problem.

In particular, the interpolation of the e-ph matrix elements using MLWFs [5] introduced by

[351] has proven very successful for enabling highly accurate and efficient calculations of e-ph

interactions, and the approach has been implemented in a number of codes [168, 356–360]. WFs

have also been used in the context of downfolding methods to calculate the Coulomb interac-

tion via the constrained random phase approximation (cRPA) [361] and the e-ph interaction via

constrained density-functional perturbation theory (cDFPT) [362–364], respectively.

We note that an alternative to the computation of the e-ph interaction with DFPT is offered

by the finite displacement scheme in real space [304, 365–367]. While this approach requires

large supercells to reach convergence and is adiabatic in nature [365–368], it has the advantage

of being universally applicable to any functional, including hybrid or meta-GGA functionals, as

well as more complicated exchange-correlation potentials, where higher-order derivatives of the

functional are not readily available.

Below, we focus on the DFPT approach and outline the interpolation procedure to compute the

e-ph matrix elements on ultra-dense meshes using WFs. One first determines the e-ph matrix

elements in the Bloch representation using the electronic states computed with DFT on a coarse

k-point grid, and the deformation potentials computed with DFPT on a coarse q-point grid.

The e-ph matrix element is defined as:

gmnν(k,q) = ⟨ψmk+q|∆qνV
KS|ψnk⟩ , (75)

where ψnk and ψmk+q are the KS wavefunctions of the initial and final Bloch states (with k

being the electron wavevector, and n being the band index), and ∆qνV
KS is the derivative of

the self-consistent potential associated with a phonon with momentum q and branch index ν.

The latter quantity can be obtained as:

∆qνV
KS =

∑

καp

(
ℏ

2Mκωqν

)1/2

eiq·Rp
∂V KS

∂τκαp
eκα,qν , (76)

where Rp is the lattice vector identifying the unit cell p, τκαp is the position of atom κ in unit

cell p in the Cartesian direction α, Mκ is the mass of atom κ, ωqν is the phonon frequency, and

eκα,qν is the eigendisplacement vector corresponding to atom κ in the Cartesian direction α for

a collective phonon mode qν. When choosing the electron and phonon grids in Eq. (75), it is

necessary that the q-point grid for phonons is commensurate with and smaller than (or equal



to) the k-point grid for electrons in order to map the wavefunctions ψmk+q onto ψmk′′+G, where

k′′ is on the coarse k-grid and G is a reciprocal lattice vector.

Next, one finds the e-ph matrix elements in the Wannier representation:

gijκα(Re,Rp) =

〈
0ei

∣∣∣∣
∂V KS

∂τκαp

∣∣∣∣Rej

〉
, (77)

where Re and Rp are the Bravais lattice vectors associated to the electron and phonon WS

supercells, and |Rej⟩ are the MLWFs with index j and centered in the cell at Re. This is done

by transforming the e-ph matrix elements from the coarse BZ (k,q) grids into the corresponding

real-space supercells (Re,Rp) as:

gijκα(Re,Rp) =
1

NeNp

∑

k,q

e−i(k·Re+q·Rp)

×
∑

mnν

(
ℏ

2Mκωqν

)1/2

V †
k+q,imgmnν(k,q)Vk,nje

∗
κα,qν .

(78)

In Eq. (78), Ne and Np are the number of unit cells in the periodic BvK supercells corresponding

to the number of k and q points on the coarse electron and phonon grids, respectively, and Vk

is the Wannierization matrix introduced in Eq. (6). That matrix is provided by the Wannier

engine, while eκα,qν is obtained by diagonalizing the dynamical matrix at wavevector q. In the

same spirit as the interpolation of the Hamiltonian discussed in Sec. 3.3.1, a WS construction

can be used for the interpolation of the electron–phonon matrix elements [307]. In this case, the

construction is based on three quantities (two Wannier centers and one atomic position).

Finally, performing the inverse Fourier transform of Eq. (78), the e-ph matrix elements on very

fine (k′,q′) BZ grids are given by:

gmnν(k′,q′) =
∑

ep

ei(k
′·Re+q′·Rp)

∑

ijκα

(
ℏ

2Mκωq′ν

)

× Uk′+q′,migijκα(Re,Rp)U†
k′,jneκα,q′ν .

(79)

In this step, it is assumed that the e-ph matrix elements outside of the WS supercells defined

by the initial coarse grids can be neglected. Prior to computing Eq. (79), the transformation

matrices Uk′,nj given by Eq. (18) and the phonon eigenvectors eκα,q′ν for the new set of points

(k′,q′) must be found as described in [351].

The accuracy of the Wannier–Fourier interpolation approach depends on the spatial localization

of the gijκα(Re,Rp) matrix elements. Eq. (77) can be seen as a hopping integral between two

localized WFs, one at 0e and one at Re, due to a perturbation caused by the displacement of the

atom at τ κp. If the e-ph interactions are short-ranged in real space, the quantity gijκα(Re,Rp)

decays rapidly with |Re| and |Rp|, and it is sufficient to only compute the matrix elements on a

small set of (Re,Rp) lattice vectors to fully capture the coupling between electrons and phonons.

As discussed in [302, 351], the spatial decay is bound by the limiting cases gijκα(Re,0p) and

gijκα(0e,Rp). In the first case, the matrix element decays in the variable Re at least as fast



as the MLWFs. In the second case, the matrix element decays with the variable Rp at the

same rate as the screened Coulomb potential generated by the atomic displacements. Thus,

the localization of gijκα(Re,Rp) depends strongly on the dielectric properties of the system. In

metals and nonpolar semiconductors and semiconductors, the screening properties are dictated

by Friedel oscillations [369] |Rp|−4 and quadrupole behavior [370] |Rp|−3, respectively. In polar

materials (i.e., materials exhibiting nonzero Born effective charges), the dominant contribution

to the potential is the dipole Fröhlich term [371], which is long-ranged and decays as |Rp|−2.

Therefore, in the case of semiconductors and insulators, the long-range electrostatic fields arising

from the nonanalytic behavior of the Coulomb potential in the long-wavelength limit (q → 0),

and the e-ph matrix elements cannot be directly interpolated from a coarse to a fine grid using

the Wannier-based interpolation approach.

To address this problem, the e-ph matrix elements are separated into short- (S) and long- (L)

range contributions, as follows:

gmnν(k,q) = gSmnν(k,q) + gL,Dmnν(k,q) + gL,Qmnν(k,q), (80)

where the terms on the right-hand side are the short-range, the dipole, and the quadrupole

components. This strategy allows the short-range component to be treated using the Wannier-

Fourier interpolation approach described above, once the long-range components have been

subtracted from the total matrix elements gmnν(k,q). A data-driven compression technique

based on a singular value decomposition of the short-range e-ph matrix elements in the Wannier

basis has been recently developed and shown to significantly accelerate e-ph calculations while

preserving quantitative accuracy [372].

[373] and [374] derived the analytic expression for the dipole e-ph matrix, which takes the form:

gL,Dmnν(k,q) = i
4π

Vcell

e2

4πϵ0

∑

κ

(
ℏ

2Mκωqν

)1/2

×
∑

G̸=−q

e−i(q+G)·τκ
(q + G) · Z∗

κ · eκ,qν
(q + G) · ϵ∞ · (q + G)

×
∑

i

Vk+q+G,miV
†
k,in. (81)

This term is of the order 1/q and diverges as q approaches the zone center. In Eq. (81), ϵ0 is the

vacuum permittivity, ϵ∞ is the high-frequency dielectric tensor of the material, G is a reciprocal

lattice vector, and Z∗
κ is the Born effective charge tensor of the atom κ. The unitary matrix Vk

is the Wannierization matrix introduced in Eq. (6) and comes from the overlap integral between

the KS wavefunctions ⟨ψmk+q|eiq·r|ψnk⟩ =
∑

i Vk+q,miV
†
k,in in the q + G → 0 limit.

The quadrupole contribution is of the order of |q|0, and the corresponding gL,Qmnν(k,q) expression

was derived in [309, 312, 313, 375, 376]. In the maximally localized Wannier gauge, gL,Qmnν(k,q)



can be written as:

gL,Qmnν(k,q) =
4π

Vcell

e2

4πϵ0

∑

κα

(
ℏ

2Mκωqν

)1/2

×
∑

G̸=−q

e−i(q+G)·τκeκα,qν
(q + G) · ϵ∞ · (q + G)

×
∑

βγ

[
1

2
Qκ,αβγ(qβ +Gβ)(qγ +Gγ)

×
∑

i

Vk+q+G,miV
†
k,in

−Z∗
κ,αβ(qβ +Gβ)

∑

ij

Vk+q+G,mi(qγ +Gγ)

×
(
AW,γk,ij + ⟨uWik |V Hxc,Eγ |uWjk⟩

)
V †
k,jn

]
. (82)

where Qκ is the dynamical quadrupole tensor that can be computed using DFPT [377], V Hxc,Eγ (r)

is the self-consistent potential induced by a uniform electric field Eγ along the Cartesian direc-

tion γ [312, 376], AW
k,ij is the Berry connection introduced in Eq. (63), and uWjk is the smooth

cell-periodic part of the Bloch wavefunction in the Wannier gauge (|uWjk⟩ =
∑

n Vk,jn |unk⟩) [376].

Equations (81) and (82) are for the long-range dipole and quadrupole components of the e-ph

matrix elements in 3D bulk crystals. During the past few years, several formalisms have been

proposed to treat the long-range contributions in 2D materials [320, 337, 376, 378–381]. For

example, a unified description of polar e-ph interactions that allows a smooth transition from

3D to 2D was developed by [381]. Their formalism reduces to the 3D approach of [373, 374],

and to the 2D approach of [378, 379]. Another strategy was followed by [380] and [320, 376] who

built on the general formalism for treating long-range electrostatic interactions in 2D crystals

developed by [382]. Importantly, [320, 376] showed that the long-range e-ph matrix elements

have a spurious dependence on the Wannier gauge that can be eliminated by including the

contribution associated with the Berry connection in Eq. (82). Therefore, in order to restore the

gauge covariance in the long-wavelength limit any beyond-Fröhlich Wannier approach should

incorporate this term. The contribution from V Hxc,E term, on the other hand, was found to

represent less that 0.1% of the total quadrupole correction [312, 376].

3.7.2 Codes

EPW [168, 356, 357, 383], the first open-source code for the study of e-ph interaction using

MLWFs, was publicly released in 2010 and has been distributed within the Quantum ESPRESSO

suite [55, 384] since 2016. Several Wannier-based open-source codes exist today to compute

physical properties related to e-ph interactions such as Perturbo [358, 385], Phoebe [359, 386],

elphbolt [387, 388], and EPIq [360, 389]. At present, EPW, Perturbo, Phoebe, and EPIq are

all interfaced with Quantum ESPRESSO [55] to generate the relevant first-principles input data,

and use Wannier90 [96] in standalone or library mode to compute the required quantities in the

Wannier representation. elphbolt, on the other hand, relies on EPW to generate the required

Wannier space information. All codes follow an overall similar workflow to compute e-ph matrix

elements on fine grids, as outlined below and summarized in Fig. 10.



1. The initial step is to perform DFT calculations with Quantum ESPRESSO on a uniform coarse

electronic k grid to obtain the band energies and Bloch wavefunctions. In addition, DFPT

calculations with Quantum ESPRESSO are carried out on an irreducible coarse q grid to obtain

the dynamical matrices and the derivatives of the self-consistent potential with respect to the

phonon perturbations. Phoebe and EPIq require that the e-ph matrix elements on the coarse

electron and phonon grids are also computed with Quantum ESPRESSO since these quantities are

later passed to the two codes. EPW and PERTURBO, on the other hand, compute the e-ph matrix

elements on the coarse k and q grids internally by reading the files generated from the DFT

and DFPT calculations.

2. Next, one must perform a precise Wannierization of the system using Wannier90 in standalone

mode with PERTURBO, Phoebe, and EPIq, or in library mode with EPW. This step produces the

MLWFs and the Wannierization matrices Vk that transform the DFT Bloch wavefunctions into

MLWFs.

3. The next step is to compute the e-ph matrix elements on the coarse k and q grids in the Bloch

representation and transform them, along with the electronic Hamiltonian and the dynamical

matrix, from the Bloch to the Wannier representation. As noticed at point 2, Phoebe and EPIq

use the e-ph matrix elements on the coarse electron and phonon grids computed directly with

Quantum ESPRESSO.

4. The final step is to perform an inverse Fourier transform of the electronic Hamiltonian,

dynamical matrix, and e-ph matrix elements from the Wannier to the Bloch representation.

At this stage, the electronic eigenvalues, phonon frequencies, and e-ph matrix elements can be

efficiently computed on ultra-dense k′ and q′ grids and further used to carry out calculations of

various materials properties.

To extend the Wannier-based interpolation scheme to systems with long-range e-ph contribu-

tions, the strategy is as follows. First, the total matrix elements gmnν(k,q) are calculated on

the coarse k and q grids. Second, the long-range contributions gL,Dmnν(k,q) and gL,Qmnν(k,q) are

evaluated on the same coarse grids using Eqs. (81) and (82) and subtracted from gmnν(k,q),

leaving out the short-range component gSmnν(k,q). Third, the short-range e-ph matrix elements

are interpolated to ultra-dense k′ and q′ grids using the standard approach based on MLWFs.

Fourth, the long-range contributions are computed using Eqs. (81) and (82) on the fine k′ and

q′ grids and added back to the short-range component to recover the total gmnν(k′,q′) matrix

elements. In this last step, the Wannierization matrix Vk given by Eq. (6) is replaced with the

transformation matrix U†
k′ given by Eq. (18) in Eqs. (81) and (82).

A wide range of properties can be currently computed with EPW, Perturbo, Phoebe, elphbolt,

and EPIq. A full list of the capabilities for the released version of each code can be found

on the respective website. In particular, EPW computes charge carrier mobility under elec-

tric and magnetic fields using BTE, phonon-mediated superconductivity using the anisotropic

Migdal-Eliashberg formalism, phonon-assisted direct and indirect optical absorption using quasi-

degenerate perturbation theory, small and large polarons without supercells, and zero-point

renormalization and temperature dependence of band structures using WFPT [168, 383]. EPW

also comes with the ZG toolkit for calculations of band structure renormalization, temperature-

dependent optical spectra, temperature-dependent anharmonic phonon dispersions, and an-
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Figure 10: Workflow to compute e-ph interactions on ultra-fine grids using WFs. The user performs DFT and DFPT

calculations on coarse k and q-point grids with Quantum ESPRESSO. Next, the user computes the e-ph matrix elements on

the coarse grids and transforms them in localized Wannier basis using the rotation matrices obtained with Wannier90. Note

that Phoebe and EPIq read the e-ph matrix elements on the coarse grids computed with Quantum ESPRESSO, while EPW and

PERTURBO compute them internally. Finally, EPW/PERTURBO/Phoebe/EPIq interpolate the band structure, phonon dispersion,

and e-ph matrix elements on ultra-fine k′- and q′-point grids, and perform calculations of various materials properties.

harmonic e-ph couplings via the special displacement method [390–393]. Perturbo calculates

phonon-limited transport properties using BTE, ultrafast carrier dynamics, magnetotransport,

and high-field electron transport [358, 385]. Perturbo is interfaced with the TDEP package [394]

that computes temperature-dependent anharmonic phonons. Phoebe provides various tools to

predict electron and phonon transport properties at different levels of theory and accuracy, in-

cluding full scattering matrix BTE solutions such as the relaxons method and models based on

the Wigner distribution [359, 386]. elphbolt solves the coupled electron and phonon BTEs, and

the effect of the mutual e-ph drag on the electrical and thermal transport coefficients [387, 388].

EPIq computes phonon-mediated superconducting properties based on the Migdal-Eliashberg

formalism, adiabatic and non-adiabatic phonon frequencies, double-resonant Raman intensities,

and excited carriers lifetimes [360, 389]. EPIq is interfaced with the stochastic self-consistent har-

monic approximation (SSCHA) [395–398] in order to calculate e-ph interactions in the presence

of strong quantum anharmonicity.

3.8 Beyond DFT with localized orbitals

While in most cases DFT is the method of choice for electronic ground state calculations, cer-

tain excited state properties, and even the ground state properties of certain materials, may

require a “beyond-DFT” treatment for accurate first-principles predictions. Two examples are

finite-temperature and spectroscopic properties, as observed in direct and inverse photoemis-

sion experiments, which cannot be addressed adequately within conventional DFT. Similarly,

the complex physics arising from strong local Coulomb interaction in partially filled orbitals

is beyond the scope of a single-particle picture, which can manifest itself in an inaccurate de-

scription of the material. In such cases, more advanced methods are needed. One class of

approaches is based on diagrammatic many-body perturbation theory; examples include the

GW approximation or DMFT (see Sec. 3.8.1). Since such methods are often computationally

costly and complex, it may be necessary to extract accurate low-energy effective Hamiltonians



that are treated using these methods in a post-processing step. An efficient alternative is to

retain the functional character of DFT and apply physically motivated corrections, as in hybrid

or Koopmans-compliant functionals (see Sec. 3.8.2). In this case the theory is no longer based

on a pure functional of the density, but the orbitals themselves or their orbital densities become

the key variables. Common to both approaches is the importance of improving the description

of local, orbital-dependent physics. This is where WFs come in, providing a useful basis for such

applications and supporting the physical understanding with chemical intuition.

3.8.1 Dynamical mean-field theory and embedding

Strongly correlated electron systems host a wide variety of physical phenomena, ranging from

Mott physics to high-temperature superconductivity to exotic ordered phases [399]. Fundamen-

tal to these phenomena is the competition of itinerant versus localized character of electrons,

which requires computational methods beyond the single-particle picture. While the repre-

sentation of electronic states in reciprocal space can be beneficial, the theory of strong local

correlations is most naturally formulated in a real-space basis. A key aspect of many beyond-

DFT schemes is therefore the combination of itinerant Bloch states with localized molecular

orbitals, which can be elegantly formalized with WFs [400].

Beyond-DFT schemes are typically computationally demanding and require a compromise in

terms of the number of orbitals that can be treated. Starting from an ab initio description of a

large number of bands, it is common practice to select a subset of correlated orbitals, such as

those describing electronic states in the vicinity of the Fermi level, using projector functions. The

result is a so-called downfolded model, which contains only the relevant degrees of freedom [401].

It divides the total system into a subspace of localized orbitals, for which a higher-level method

is used, and the remaining KS states, for which the single-particle description within DFT

accurately reflects the physics. The embedding ansatz is further justified by the observation

that correlated physics phenomena typically occur on energy scales of meV to a few eV [402].

For the remainder of this subsection we focus on DMFT as the higher-level method to solve the

downfolded many-body problem, but the concepts can be similarly applied to its extensions (see

below) and conceptual other approaches (see, e.g., [403–406]).

While the multiband Hubbard model studied with DMFT is naturally related to TB models,

a rigorous formalism based on energy functionals allows the combined approach with ab initio

methods, as in DFT+DMFT [401]. The development of DFT+DMFT methods and software

for strongly correlated materials has seen a tremendous surge in the last few decades [407–

409]. Routine calculations allow to compute single-particle spectra [410–412], optical conduc-

tivity [413, 414], transport [415, 416] and thermoelectric properties [417–419], electronic Ra-

man [420], and two-particle correlation functions (susceptibilities) [421–423]. Recent advances

include interactions with core holes as in x-ray absorption and photoemission spectroscopy, and

resonant inelastic x-ray scattering [424–427]. Furthermore, routines for lattice optimization [428–

430] and for computing phonon spectra [431] have been formalized. This list of references is by

no means exhaustive, but is intended to serve as a starting point for the respective topics.

In beyond-DFT methods, it is convenient to describe the total system of interacting electrons

in a periodic solid in terms of the momentum- and frequency-dependent retarded single-particle



Green’s function

Ĝ(k, ω) =
[
(ω + µ)1− Ĥ(k) − Σ̂(k, ω) + iη

]−1
, (83)

where µ is the chemical potential and Ĥ(k) represents the non-interacting Hamiltonian. The

frequency- and momentum-dependent electron self-energy is given by Σ̂(k, ω), and η is an in-

finitesimal positive parameter to ensure physical correctness. For clarity, we have omitted the

double-counting correction here, and we refer to [432] for an overview. Starting from a DFT-

derived downfolded Hamiltonian, the challenge is to compute the corresponding self-energy

correction that accounts for dynamical interaction effects. Various approaches can be formal-

ized, but for the purpose of this review we outline the workflow of single-site DMFT [433]. In

DMFT, the self-energy becomes a site-local quantity for a given atomic site R within the unit

cell when expressed in a localized orbital basis. This approximation is conceptually similar to

DFT+U [434], but in DMFT the full frequency dependence of the interaction is taken into ac-

count. Following this approach, in the DMFT self-consistency cycle, the local lattice self-energy

ΣR(ω) is approximated by that of an auxiliary quantum impurity problem. The most compu-

tationally challenging step of the DMFT loop is typically to find the solution to the impurity

problem, which allows a user to infer the impurity self-energy via the Dyson equation. The

self-energy is embedded into the Hilbert space of the effective Hamiltonian as

Σmn(k, ω) =
∑

R,ij
PR∗
mi (k)ΣR

ij (ω)PR
jn(k) . (84)

Approximating the lattice self-energy in Eq. (83) by the upfolded impurity self-energy becomes

exact for infinite connectivity of the lattice [435, 436]. The projector functions PR
jn(k) in (84)

encode the basis transformation from band to orbital basis, i.e., from |ψnk⟩, with band index n

and wavevector k, to |ψW
Rjk

⟩, with orbital index j at site R (i.e., j is an intrasite index here):

PR
jn(k) = ⟨ψW

Rjk
|ψnk⟩ . (85)

The local Green’s function is then computed as Gloc,R
ij (ω) = 1

N

∑
k,mn P

R
im(k)Gmn(k, ω)PR∗

nj (k),

where N is the total number of k points of the grid. To determine a suitable localized basis set,

some DFT+DMFT codes use projections on atomic orbitals, others rely on Wannier90 directly

for a simple and user-friendly interface. While the two approaches are conceptually similar

(for a more detailed overview see [402]), the choice of projectors may affect the results and

therefore needs to be carefully analyzed [437]. Note that Eq. (85) assumes that the DFT+DMFT

calculation is performed in the band basis in a charge self-consistent mode (i.e., P (k) corresponds

to Vk in Eq. (6b)). However, for one-shot calculations, the equations simplify [438]. Wannier

interpolation can be used in the DMFT self-consistent loop for an isolated set of bands or at

the TB level, which is crucial for accurately resolving low-energy physics [150].

Multiple schemes go beyond standard DMFT, but the discussion above carries over directly

to these extensions. Examples include cluster-DMFT approaches (either in real or reciprocal

space) [401] or diagrammatic extensions of the self-energy [439], as well as non-equilibrium

DMFT [440]. To improve some of the shortcomings of the DFT+DMFT method, a better

starting point than DFT may be GW. The combination of GW with DMFT provides a route

to include non-local effects beyond DFT as well as to formalize the double-counting correction

term [441].



DFT+DMFT codes From the previous section, it becomes clear that a fully integrated

DFT+DMFT software suite requires three main components: 1) a DFT implementation (ab

initio engine) and a routine to construct the localized basis set (e.g., a Wannier engine), 2)

a Green’s function formalism to implement the DMFT equations, and 3) an impurity solver.

At present, there are several open-source implementations that meet these requirements to

varying degrees. On the side of more monolithic, publicly available beyond-DFT codes, there

are implementations in, for example, CASTEP [442], Abinit [443], RSPt [444–446], Amulet [447],

and eDMFT [448], which include an implementation of DFT and a downfolding routine, as well

as choices of internal and externally linked impurity solvers. ComDMFT [449], on the other hand,

interfaces directly with Wannier90 for the downfolding procedure. All codes support charge

self-consistency.

An alternative philosophy is a more modular library approach, focusing on providing the frame-

work for performing DMFT calculations based on input from a DFT calculation. For this

purpose, most codes directly rely on Wannier90 to benefit from a generic, robust, and flexible

interface independent of the flavor of DFT. Examples include w2dynamics [450] and DCORE [451],

as well as EDIpack [452], DMFTwDFT [453], and TRIQS [454–456], with only the latter two packages

supporting charge self-consistency at present [438, 453, 457, 458]. All packages contain a num-

ber of internal and external impurity solvers. A list of all currently available impurity solvers is

beyond the scope of this article, but can be found on the respective websites.

Interaction-parameters codes As in DFT+U , the local interaction parameters that enter

the Hubbard model in DFT+DMFT must be chosen appropriately. Starting from a local basis

set, the Coulomb integrals can be evaluated, ideally taking into account screening processes

and the symmetries of the system to simplify the parametrization of the interaction Hamilto-

nian [402]. The most widely used approach is the constrained random phase approximation

(cRPA) [361]. Currently, the method is implemented in ABINIT [459], SPEX [460], VASP [199],

and RESPACK [117]. The latter three offer the possibility to use WFs, which are constructed

either using an internal Wannier engine or via an interface to Wannier90 (wan2respack [461] in

the case of RESPACK). The usage of WFs in cRPA has several benefits, e.g., a simplified inter-

pretation of resulting interactions in terms of orbitals, a more compact representation, and the

possibility to utilize Wannier interpolation on the Coulomb kernel (see, e.g., [462]). cRPA cal-

culates the Coulomb interaction as a frequency-dependent response function that can be treated

in extended DMFT [463], and which can also be combined with the frequency-dependent e-ph

interaction [362]. Alternatively, the interaction parameters are treated as free parameters that

must be adjusted to match experimental observables.

Post-processing Once the solution to the DFT+DMFT scheme is found (charge) self-consistently

(see Fig. 11), converged DMFT quantities such as the self-energy, the local Green’s function,

or the hybridization function allow computing several physical observables in post-processing

applications. Depending on the frequency domain in which the impurity solver operates, it

may be necessary to use analytic continuation to obtain the self-energy in the real frequency

domain [464, 465]. Such programs are often included in the respective software packages. Since

the post-processing step is performed only once after convergence, and therefore does not sig-



nificantly contribute to the overall computational cost, Wannier interpolation (see Sec. 3.3) is

particularly beneficial at this stage. A standard observable is the lattice or impurity spectral

function, which is directly related to photoemission and absorption spectra. Most software pack-

ages provide tools for users to compute such quantities routinely. Transport tensors based on

Kubo’s linear response theory [466], such as optical and thermal conductivities, as well as Hall

and Seebeck coefficients, can be computed using various tools, including TRIQS/DFTTools [455]

and the woptic package [149]. Another option is LinReTraCe [467], which relies on a semi-

analytical approach valid when a linear expansion of the self-energy is adequate. Tools to evalu-

ate core level spectroscopies within different levels of approximations are available, for example,

in Quanty [468] and EDRIXS [469].

Ab initio engines Wannier engines

downfolding

embedding

•
•

post-processing
• spectral function

optical conductivity•
susceptibilities•
...•

e.g. DMFT

•
•

(self-consistent)

Figure 11: Typical workflow of the embedding formalism. First, the user performs an ab initio calculation from which

a downfolded model is derived in the basis of localized orbitals. The downfolded model is solved using an appropriate

many-body method such as DMFT (depicted). Physical observables can be computed in a post-processing step. For full

self-consistency the cycle is iterated until convergence.

3.8.2 Koopmans functionals

Koopmans-compliant (KC) functionals [180–189] are orbital-dependent functionals capable of

delivering accurate spectral properties for molecular and extended systems at low computational

cost. Remarkably, the KC approach maintains a simple functional formulation while being more

accurate than G0W0 and comparable to quasi-particle self-consistent GW with vertex correction

(QSGW̃ ) [183, 184, 187, 189], at a cost which is broadly comparable to standard DFT. The

simplicity and accuracy of the KC framework rests on three fundamental concepts: lineariza-

tion, screening, and localization. First, a generalized linearization condition is imposed on each

charged excitation: the energy of any orbital must be independent of the occupation of the or-

bital itself. This implies that the KC total energy functional is piecewise linear with respect to

fractional occupations, and essentially implements a generalized definition of self-interaction-free

orbital. Second, electronic screening and orbital relaxation (due to the electron addition/removal

process) are taken into account by orbital-dependent screening coefficients, which can be calcu-

lated by finite differences [184] or linear-response approaches [182, 187]. Finally, the Koopmans

compliance condition is imposed on those variational orbitals—i.e., those minimizing the KC en-

ergy functional—which are localized. For periodic systems, these variational orbitals resemble

MLWFs [182–184, 187].

Using WFs as a proxy for variational orbitals has allowed the development of a Wannier-

interpolation and unfolding scheme to calculate the band structure from a supercell Koopmans-

functional calculation [186]. In addition, WFs have fostered the development of a convenient

Koopmans formulation that operates fully under PBCs, and is based on explicit BZ sampling



and DFPT [187, 188]. This Koopmans-Wannier implementation, which goes under the name of

KCW, is available in the Quantum ESPRESSO distribution; it delivers improved scaling with system

size, and makes band-structure calculations with Koopmans functionals straightforward [187–

189]. KC functionals resonate with other efforts aimed at calculating excitation energies where

WFs and localized orbitals are often a key ingredient [470–477].

3.9 Interoperability between codes in the ecosystem

3.9.1 Library mode for the Wannier engines

Independent executables Library mode

Ab initio executable

Ab initio routines

Wannier executable

Wannier routines

Ab initio executable

Wannier routines

Wannier library

Ab initio routines

Files with
standardized
format

Library
calls

Figure 12: Different approaches for interaction of the ab initio codes with the library routines. Left: the ab initio codes

and the Wannier engine are compiled independently in two different executables. Data exchange happens via files with

standardized formats (see also discussion in Secs. 3.2 and 3.9.2). Right: the Wannier engine provides a library mode. The

ab initio code is linked at compile time to the Wannier library, and a single executable is created. The ab initio routines

call directly the routines from the Wannier engine via library calls.

When combining two (or more) codes, various approaches are possible. While the most common

approach has been to compile the Wannier engine into a different executable than the ab initio

code, with data being transferred via files with standardized formats, an alternative approach is

to expose the Wannier routines via a library interface, as schematically depicted in Fig. 12. In

this second approach, a single executable is created, and the main ab initio code is responsible

for calling the appropriate routines from the Wannier-engine library.

Making sure that the library interface is both easily usable and covers all possible use cases,

however, is a non-trivial task. In the specific case of Wannier90, for instance, its first release

contained a simple interface to allow it to be called as a library from another Fortran program,

with the necessary data being passed by the calling program rather than by file. Over time,

however, it became apparent that this original library interface did not provide the full func-

tionality needed by an ecosystem of codes, presenting three main issues. First, the interface

was not fully compatible with parallel calling codes, because there was no means to distribute

the data and make use of Wannier90’s internal parallelism. Second, the use of global module

variables meant that Wannier90 was not thread-safe, i.e., a calling program could not call more

than one instance of Wannier90. The third issue concerns error handling. On detecting an error,

Wannier90 would abort, causing the calling program to crash. The desired behavior would be

instead to return an error code, allowing the calling program to decide how to handle it (for

instance, exiting gracefully or retrying with different parameters). Work to address all three of



these issues has been carried out by a team at the Scientific Computing Department of STFC

at Daresbury Laboratory, UK, in collaboration with three of the present authors (AAM, JRY

and GP). A development version is available in the Wannier90 GitHub repository and will be

merged into a future Wannier90 release.

3.9.2 File I/O generation and parsing

In the first approach mentioned earlier, intermediate files (as listed in Tab. 1) are used to

decouple the first-principles calculations from the Wannierization step. As already discussed

earlier, the formats defined by Wannier90 became the de facto standards for the codes in the

Wannier function software ecosystem. For instance, many TB codes can read the so-called

tb.dat or hr.dat files (as already mentioned, these contain on-site energies, hopping terms,

. . . ) to further process the Wannier Hamiltonian. In the past few years many software packages

have thus started to implement their own parsers for these I/O files, often focusing only on

a specific subset of the file formats relevant for their own use case. However, this leads to a

duplication of efforts, also considering that maintaining robust and feature-complete parsers is

a non-trivial task. As many of these codes use Python as the programming language of choice,

such as TBmodels [170], PythTB [169], WannierBerri [240], and AiiDA [478–480], a community

effort has been initiated by Jamal I. Mustafa and others, to implement a centralized reference

set of parsers for the Wannier90 input/output files in Python, hosted at https://github.com/

wannier-developers/wannier90io-python/. The goal of this project is not only to provide a

parser library for developers, but also to provide a convenient package directly for users, allowing

them to easily load and manipulate the Wannier90 input/output files for their own use case. In

addition, we note that part of the Wannier90 code base already outputs Python scripts for post-

processing; one example is the berry module, which outputs scripts using the matplotlib [481]

library to plot the Berry curvature. However, these scripts are hard-coded into the Wannier90

codebase as a series of write Fortran statements that output Python code, which makes them

very difficult to update and maintain. The aforementioned Python library will also facilitate

future efforts on moving these post-processing functions into a dedicated Python package, in the

hope of smoothening the development experience, as well as allowing users to easily postprocess

and visualize the calculation results.

The choice to support and push developments in the Python language is mostly driven by

its current prevalence and adoption in the field. Indeed, for the goal of interoperability, the

choice of programming language is not crucial, while it is essential to have well defined APIs

or file formats. Nevertheless, providing reference implementations avoids duplication efforts in

writing file writers and parsers, aiming at obtaining a robust library that can be easily reused,

maintained, and where bugs can be quickly resolved. To efficiently address this goal, it is useful

to select a popular language such as Python; this can also facilitate external contributions.

Nevertheless, we stress that the concept of a common parsing library is not limited to the

Python language, but can also be applied to other emerging languages. For example, the Julia

package WannierIO.jl [482] provides functions to read/write Wannier90 file formats, and is

used by the Wannier.jl [120] and DFTK.jl [483] packages as their I/O backend.

https://github.com/wannier-developers/wannier90io-python/
https://github.com/wannier-developers/wannier90io-python/


3.10 Automation, workflows and high-throughput

The diversity of the software ecosystem demonstrates the effectiveness of WFs. However, all

methods depend on a robust Wannierization procedure. In the past this was not a very straight-

forward process, since it involves a series of DFT calculations and construction of WFs, and more

importantly it also depends sensitively on various input parameters (number of WFs, initial

projections for MLWFs, energy windows, k-point sampling, etc.). Their selection often required

experience and chemical intuition, and was often a major challenge not only for beginners, but

even for experienced researchers. Fully automated Wannierizations would make the procedure

straightforward, and, as a consequence, allow any researcher to easily use all capabilities of the

whole ecosystem, while also enabling high-throughput studies for accelerated materials discov-

ery. To this end, it became urgent and necessary to perform algorithmic developments on the

Wannierization itself, and to implement robust workflows combining multiple software packages

in the ecosystem. On the algorithmic side, Wannierization should provide well-localized WFs

without user input (for initial projections or energy windows, for instance); on the workflow

side, one would like to orchestrate all different steps from the initial DFT calculations to the

Wannier-engine executions to the post-processing steps, while dynamically parsing the outputs

and generating new inputs. Moreover, the workflow engine should provide a set of well-tested

convergence parameters, and it should be able to handle common errors, and to automatically

restart failed calculations. In addition, an automated Wannierization workflow should be ideally

modular and composable, to allow better integration with the whole ecosystem: for instance,

this has been exploited in the context of automated GW calculations with Wannier-interpolated

band structures [484].

Recent development of novel algorithms have largely solved the Wannierization challenge, start-

ing from the “selected columns of the density matrix” SCDM [59, 60, 104] algorithms, which

generate initial projections by decomposing the density matrix, to the “projectability disentan-

glement” PDWF [61], that uses projectability thresholds on atomic orbitals, rather than energy

windows, to select which states to drop, keep frozen, or throw in the disentanglement algo-

rithm. Together with the “manifold remixing” MRWF [62] using parallel transport [106] these

approaches remove what had been up to now a critical stumbling block.

On the workflow-engine side, several software packages are able to automate the electronic-

structure calculations, such as pymatgen [485] and FireWorks [486], AFLOWπ [487], mkite [488],

ASE [119] and ASR [489], and AiiDA [478–480]; some of them, such as ASE and AiiDA, also pro-

vide functionalities or workflows to compute WFs. Equipped with automated Wannierization

algorithms and robust workflow engines, it has become now possible to create workflows for auto-

mated Wannierizations. For instance, [103] implemented AiiDA workflows and gathered Wannier

TB models for a group of III-V semiconductor materials; [107] used SCDM algorithm together

with AiiDA workflows, carefully tested convergence parameters, and benchmarked Wannier in-

terpolation accuracy on a set of 200 structures for entangled bands and a set of 81 structures

for isolated bands; [490] Wannierized 1419 ferromagnetic materials with spin-orbit coupling

and computed anomalous Hall/Nernst conductivities to identify high-performance transverse-

thermoelectric-conversion materials; [491] created a database of Wannier Hamiltonians for 1771

materials; [57] implemented workflows in ASE and Wannierized 30 inorganic monolayer materi-



als using an automated protocol; and finally [61] used PDWF to automate the Wannierization,

obtaining over 1.3 million MLWF for over 20,000 3D inorganics from the Materials Cloud [492]

MC3D database, then using manifold remixing [62] to separately Wannierize back these into

the valence and conduction bands of 77 insulators. These high-throughput studies can not

only expedite materials discoveries, but also help identify challenging cases for the Wannier-

ization algorithm, and promote further development of robust and automated Wannierization

approaches.

4 Conclusions and perspectives

The Wannier function software ecosystem represents a positive model for interoperability and

decentralized code development in electronic-structure simulations; a similar spirit is also found

in CECAM’s Electronic Structure Library [493]. This was made possible both by the nature

of the scientific problem and physical quantities involved, and by the design choices originally

made in Wannier77 and Wannier90, planned early on as Wannierization engines decoupled

from the ab initio codes used to compute the electronic structure. The availability of a well-

documented, maintained, and modular open-source Wannier engine has pushed researchers to

extend Wannier90’s functionalities or, when deemed more practical or efficient, to develop novel

packages targeting specific materials properties. The growing availability of post-processing

features has ignited a positive loop which further attracted developers from different electronic-

structure domains to work and use WFs, strengthening the interest in WF-related methods and

resulting in the current ecosystem of interoperable software. The ecosystem has been reinforced

by the organization of coding weeks and developer workshops, that have proven to be crucial to

keep the community engaged and synced, to avoid duplication of efforts, and to collaborate on

code maintenance.

While we could not cover here all the existing applications and codes leveraging WFs—notably,

we did not discuss their use in the calculation of magnetic interaction parameters [494–497]—

we have outlined some of the most popular applications and summarized how they can be

implemented in software packages and workflows to calculate advanced materials properties.

Looking forward, we expect that the ongoing efforts in the redesigned Wannier90’s library mode

will be instrumental in smoothly integrating automated Wannierization procedures within ab

initio and post-processing codes, with the benefit of reduced file I/O and code maintenance.

As Wannierization becomes increasingly automated, we expect researchers to focus on calcu-

lations of complex properties, either through high-level programming of simulation workflows,

or through the development and extension of post-processing packages. As a result, even more

materials properties will become computationally accessible thanks to WFs, and available to the

community through the release of dedicated functionalities, either in existing or in new packages

of the ecosystem.

Finally, it is worth commenting on two crucial features of an ecosystem, being it biological or

software: biodiversity and resilience. A certain level of biodiversity within a software ecosystem,

i.e., the existence of multiple software packages with partially overlapping functionalities, can

increase its robustness. First, it enables cross-verification of different implementations, increasing



the reliability of the results and facilitating a rapid identification of bugs. Second, it can ensure

that the ecosystem capabilities are not lost if a package goes unmaintained or disappears. This

aspect is connected to resilience, i.e., the capability of the ecosystem to deliver functionalities—

such as the calculation of materials properties—under the loss of some of its components. This

is an especially relevant issue in a scientific community where developers might not be able to

guarantee long-term support for their code. We highlight that a software ecosystem might display

the same dynamics that can be seen in biological settings, including competition and extinction.

While a certain level of competition can result in code improvements regarding feature coverage,

efficiency, and robustness, we caution that extreme competition might undermine biodiversity.

It is thus important to sustain the work of individual developers who contribute to the progress

and maintenance of an active, heterogeneous, and efficient ecosystem, encouraging measures

to ensure proper scientific recognition. More broadly, the challenge will be to support the

software development work, which is crucial for the long-term maintenance and integration of

heterogeneous software packages.

We believe that a diverse, resilient, and open Wannier function software ecosystem is a major

asset for the electronic-structure community in its quest to understand, discover, and design

materials.
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Bani-Hashemian, V. Weber, U. Borštnik, M. Taillefumier, A. S. Jakobovits, A. Lazzaro,

H. Pabst, T. Müller, R. Schade, M. Guidon, S. Andermatt, N. Holmberg, G. K. Schenter,

A. Hehn, A. Bussy, F. Belleflamme, G. Tabacchi, A. Glöß, M. Lass, I. Bethune, C. J.

Mundy, C. Plessl, M. Watkins, J. VandeVondele, M. Krack and J. Hutter, CP2K: An

electronic structure and molecular dynamics software package - Quickstep: Efficient and

accurate electronic structure calculations, J. Chem. Phys. 152, 194103 (2020).

https://doi.org/10.1038/s41524-020-0312-y
https://doi.org/10.1038/s41524-020-0312-y
https://doi.org/10.1103/PhysRevB.88.165127
https://doi.org/10.1103/PhysRevB.88.165127
https://doi.org/10.1103/PhysRevLett.79.1337
https://doi.org/10.1103/PhysRevLett.79.1337
https://doi.org/10.1524/zkri.220.5.567.65075
https://doi.org/10.1063/5.0004445
https://doi.org/10.1063/5.0004445
https://doi.org/10.1016/j.cpc.2014.05.003
https://doi.org/10.1016/j.cpc.2014.05.003
https://doi.org/10.1088/0953-8984/22/25/253202
https://doi.org/10.1088/0953-8984/22/25/253202
https://doi.org/10.1147/rd.521.0137
https://doi.org/10.1063/5.0007045
https://doi.org/10.1063/5.0007045
https://doi.org/10.1063/5.0007045


[116] H. Weng, T. Ozaki and K. Terakura, Revisiting magnetic coupling in transition-metal-

benzene complexes with maximally localized Wannier functions, Phys. Rev. B 79, 235118

(2009).

[117] K. Nakamura, Y. Yoshimoto, Y. Nomura, T. Tadano, M. Kawamura, T. Kosugi,

K. Yoshimi, T. Misawa and Y. Motoyama, RESPACK: An ab initio tool for derivation of

effective low-energy model of material , Comput. Phys. Commun. 261, 107781 (2021).

[118] C. M. Zicovich-Wilson, R. Dovesi and V. R. Saunders, A general method to obtain well

localized Wannier functions for composite energy bands in linear combination of atomic

orbital periodic calculations, J. Chem. Phys. 115, 9708 (2001).

[119] A. H. Larsen, J. J. Mortensen, J. Blomqvist, I. E. Castelli, R. Christensen, M. Du lak,

J. Friis, M. N. Groves, B. Hammer, C. Hargus, E. D. Hermes, P. C. Jennings, P. B.

Jensen, J. Kermode, J. R. Kitchin, E. L. Kolsbjerg, J. Kubal, K. Kaasbjerg, S. Lysgaard,

J. B. Maronsson, T. Maxson, T. Olsen, L. Pastewka, A. Peterson, C. Rostgaard, J. Schiøtz,
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[373] C. Verdi and F. Giustino, Fröhlich Electron-Phonon Vertex from First Principles, Phys.

Rev. Lett. 115, 176401 (2015).

[374] J. Sjakste, N. Vast, M. Calandra and F. Mauri, Wannier interpolation of the electron-

phonon matrix elements in polar semiconductors: Polar-optical coupling in GaAs, Phys.

Rev. B 92, 054307 (2015).

[375] V. A. Jhalani, J.-J. Zhou, J. Park, C. E. Dreyer and M. Bernardi, Piezoelectric Electron-

Phonon Interaction from Ab Initio Dynamical Quadrupoles: Impact on Charge Transport

in Wurtzite GaN , Phys. Rev. Lett. 125, 136602 (2020).
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teractions in two-dimensional and three-dimensional materials, Phys. Rev. B 105, 115414

(2022).

[382] M. Royo and M. Stengel, Exact Long-Range Dielectric Screening and Interatomic Force

Constants in Quasi-Two-Dimensional Crystals, Phys. Rev. X 11, 041027 (2021).

https://doi.org/10.1063/1.4927081
https://doi.org/10.1063/1.4927081
https://doi.org/10.1103/PhysRevB.1.910
https://doi.org/10.1103/PhysRevB.1.910
https://doi.org/10.1103/PhysRevB.13.694
https://doi.org/10.1103/PhysRevX.14.021023
https://doi.org/10.1103/PhysRevX.14.021023
https://doi.org/10.1103/PhysRevLett.115.176401
https://doi.org/10.1103/PhysRevB.92.054307
https://doi.org/10.1103/PhysRevB.92.054307
https://doi.org/10.1103/PhysRevLett.125.136602
https://doi.org/10.1103/PhysRevLett.125.136602
https://doi.org/10.1103/PhysRevLett.125.136602
https://doi.org/10.1103/PhysRevB.107.155424
https://doi.org/10.1103/PhysRevB.107.155424
https://doi.org/10.1103/PhysRevB.107.155424
https://doi.org/10.1103/PhysRevX.9.021050
https://doi.org/10.1103/PhysRevX.9.021050
https://doi.org/10.1103/PhysRevB.94.085415
https://doi.org/10.1103/PhysRevB.94.085415
https://doi.org/10.1103/PhysRevB.103.075410
https://doi.org/10.1103/PhysRevB.103.075410
https://doi.org/10.1103/PhysRevB.106.115423
https://doi.org/10.1103/PhysRevB.106.115423
https://doi.org/10.1103/PhysRevB.105.115414
https://doi.org/10.1103/PhysRevB.105.115414
https://doi.org/10.1103/PhysRevX.11.041027
https://doi.org/10.1103/PhysRevX.11.041027


[383] EPW, The EPW code, https://epw-code.org/ (2023).

[384] Quantum ESPRESSO, The Quantum ESPRESSO suite of codes, https://www.

quantum-espresso.org (2023).

[385] PERTURBO, The PERTURBO code, https://perturbo-code.github.io/ (2023).

[386] Phoebe, Phoebe, A high-performance framework for solving Phonon and Electron Boltz-

mann transport Equations, https://mir-group.github.io/phoebe/ (2023).

[387] N. H. Protik, C. Li, M. Pruneda, D. Broido and P. Ordejón, The elphbolt ab initio solver

for the coupled electron-phonon Boltzmann transport equations, npj Comput. Mater. 8, 28

(2022).

[388] Elphbolt, The elphbolt code, https://github.com/nakib/elphbolt (2023).

[389] EPIq, The EPIq code, https://the-epiq-team.gitlab.io/epiq-site/ (2023).

[390] M. Zacharias and F. Giustino, One-shot calculation of temperature-dependent optical spec-

tra and phonon-induced band-gap renormalization, Phys. Rev. B 94, 075125 (2016).

[391] M. Zacharias and F. Giustino, Theory of the special displacement method for electronic

structure calculations at finite temperature, Phys. Rev. Res. 2, 013357 (2020).

[392] M. Zacharias, G. Volonakis, F. Giustino and J. Even, Anharmonic lattice dynamics via

the special displacement method , Phys. Rev. B 108, 035155 (2023).

[393] M. Zacharias, G. Volonakis, F. Giustino and J. Even, Anharmonic lattice dynamics via

the special displacement method , npj Comput. Mater. 9, 153 (2023).

[394] TDEP, The TDEP code, https://tdep-developers.github.io/tdep/ (2023).

[395] SSCHA, The SSCHA code, https://sscha.eu/ (2023).

[396] I. Errea, M. Calandra and F. Mauri, First-Principles Theory of Anharmonicity and the

Inverse Isotope Effect in Superconducting Palladium-Hydride Compounds, Phys. Rev. Lett.

111, 177002 (2013).

[397] I. Errea, M. Calandra and F. Mauri, Anharmonic free energies and phonon dispersions

from the stochastic self-consistent harmonic approximation: Application to platinum and

palladium hydrides, Phys. Rev. B 89, 064302 (2014).

[398] L. Monacelli, R. Bianco, M. Cherubini, M. Calandra, I. Errea and F. Mauri, The stochastic

self-consistent harmonic approximation: calculating vibrational properties of materials with

full quantum and anharmonic effects, J. Phys. Condens. Matter 33, 363001 (2021).

[399] Y. Tokura, M. Kawasaki and N. Nagaosa, Emergent functions of quantum materials, Nat.

Phys. 13, 1056 (2017).

[400] F. Lechermann, A. Georges, A. Poteryaev, S. Biermann, M. Posternak, A. Yamasaki and

O. K. Andersen, Dynamical mean-field theory using Wannier functions: A flexible route to

electronic structure calculations of strongly correlated materials, Phys. Rev. B 74, 125120

(2006).

https://epw-code.org/
https://www.quantum-espresso.org
https://www.quantum-espresso.org
https://perturbo-code.github.io/
https://mir-group.github.io/phoebe/
https://doi.org/10.1038/s41524-022-00710-0
https://doi.org/10.1038/s41524-022-00710-0
https://github.com/nakib/elphbolt
https://the-epiq-team.gitlab.io/epiq-site/
https://doi.org/10.1103/PhysRevB.94.075125
https://doi.org/10.1103/PhysRevB.94.075125
https://doi.org/10.1103/PhysRevResearch.2.013357
https://doi.org/10.1103/PhysRevResearch.2.013357
https://doi.org/10.1103/PhysRevB.108.035155
https://doi.org/10.1103/PhysRevB.108.035155
https://doi.org/10.1038/s41524-023-01089-2
https://doi.org/10.1038/s41524-023-01089-2
https://tdep-developers.github.io/tdep/
https://sscha.eu/
https://doi.org/10.1103/PhysRevLett.111.177002
https://doi.org/10.1103/PhysRevLett.111.177002
https://doi.org/10.1103/PhysRevB.89.064302
https://doi.org/10.1103/PhysRevB.89.064302
https://doi.org/10.1103/PhysRevB.89.064302
https://doi.org/10.1088/1361-648X/ac066b
https://doi.org/10.1088/1361-648X/ac066b
https://doi.org/10.1088/1361-648X/ac066b
https://doi.org/10.1038/nphys4274
https://doi.org/10.1103/PhysRevB.74.125120
https://doi.org/10.1103/PhysRevB.74.125120


[401] G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko, O. Parcollet and C. A. Marianetti,

Electronic structure calculations with dynamical mean-field theory , Rev. Mod. Phys. 78,

865 (2006).

[402] H. Chen, A. Hampel, J. Karp, F. Lechermann and A. J. Millis, Dynamical Mean Field

Studies of Infinite Layer Nickelates: Physics Results and Methodological Implications,

Front. Phys. 10 (2022).

[403] D. Zgid and E. Gull, Finite temperature quantum embedding theories for correlated sys-

tems, New Journal of Physics 19, 023047 (2017).

[404] B. Eskridge, H. Krakauer and S. Zhang, Local Embedding and Effective Downfolding in the

Auxiliary-Field Quantum Monte Carlo Method , Journal of Chemical Theory and Compu-

tation 15, 3949 (2019).

[405] N. Sheng, C. Vorwerk, M. Govoni and G. Galli, Green’s Function Formulation of Quantum

Defect Embedding Theory , Journal of Chemical Theory and Computation 18, 3512 (2022).

[406] L. Muechler, D. I. Badrtdinov, A. Hampel, J. Cano, M. Rösner and C. E. Dreyer, Quan-

tum embedding methods for correlated excited states of point defects: Case studies and

challenges, Phys. Rev. B 105, 235104 (2022).

[407] K. Held, Electronic structure calculations using dynamical mean field theory , Advances in

Physics 56, 829 (2007).

[408] E. Pavarini, E. Koch, A. Lichtenstein and D. Vollhardt (Editors), The LDA+DMFT ap-

proach to strongly correlated materials, Schriften des Forschungszentrums Jülich. Reihe
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[421] J. Kuneš, Efficient treatment of two-particle vertices in dynamical mean-field theory , Phys.

Rev. B 83, 085102 (2011).

[422] L. Boehnke, H. Hafermann, M. Ferrero, F. Lechermann and O. Parcollet, Orthogonal

polynomial representation of imaginary-time Green’s functions, Phys. Rev. B 84, 075145

(2011).

[423] H. Park, K. Haule and G. Kotliar, Magnetic Excitation Spectra in BaFe2As2: A Two-

Particle Approach within a Combination of the Density Functional Theory and the Dy-

namical Mean-Field Theory Method , Phys. Rev. Lett. 107, 137007 (2011).

[424] M. W. Haverkort, M. Zwierzycki and O. K. Andersen, Multiplet ligand-field theory using

Wannier orbitals, Phys. Rev. B 85, 165113 (2012).

[425] J. Lüder, J. Schött, B. Brena, M. W. Haverkort, P. Thunström, O. Eriksson, B. Sanyal,

I. Di Marco and Y. O. Kvashnin, Theory of L-edge spectroscopy of strongly correlated

systems, Phys. Rev. B 96, 245131 (2017).
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[427] A. Hariki, M. Winder and J. Kuneš, Continuum Charge Excitations in High-Valence

Transition-Metal Oxides Revealed by Resonant Inelastic X-Ray Scattering , Phys. Rev.

Lett. 121, 126403 (2018).

https://doi.org/10.1103/PhysRevB.85.205133
https://doi.org/10.1103/PhysRevB.85.205133
https://doi.org/10.1103/PhysRevB.73.035120
https://doi.org/10.1103/PhysRevB.73.035120
https://doi.org/10.1038/s41535-019-0175-y
https://doi.org/10.1038/s41535-019-0175-y
https://doi.org/10.1103/PhysRevB.78.115121
https://doi.org/10.1103/PhysRevB.78.115121
https://doi.org/10.1103/PhysRevB.78.115121
https://doi.org/10.1103/PhysRevB.82.201106
https://doi.org/10.1103/PhysRevB.82.201106
https://doi.org/10.1073/pnas.1118371109
https://doi.org/10.1073/pnas.1118371109
https://doi.org/10.1103/PhysRevResearch.6.023124
https://doi.org/10.1103/PhysRevResearch.6.023124
https://doi.org/10.1103/PhysRevB.83.085102
https://doi.org/10.1103/PhysRevB.84.075145
https://doi.org/10.1103/PhysRevB.84.075145
https://doi.org/10.1103/PhysRevLett.107.137007
https://doi.org/10.1103/PhysRevLett.107.137007
https://doi.org/10.1103/PhysRevLett.107.137007
https://doi.org/10.1103/PhysRevB.85.165113
https://doi.org/10.1103/PhysRevB.85.165113
https://doi.org/10.1103/PhysRevB.96.245131
https://doi.org/10.1103/PhysRevB.96.245131
https://doi.org/10.1103/PhysRevB.96.045111
https://doi.org/10.1103/PhysRevB.96.045111
https://doi.org/10.1103/PhysRevLett.121.126403
https://doi.org/10.1103/PhysRevLett.121.126403


[428] I. Leonov, V. I. Anisimov and D. Vollhardt, First-Principles Calculation of Atomic Forces

and Structural Distortions in Strongly Correlated Materials, Phys. Rev. Lett. 112, 146401

(2014).

[429] K. Haule and G. L. Pascut, Forces for structural optimizations in correlated materials

within a DFT+embedded DMFT functional approach, Phys. Rev. B 94, 195146 (2016).

[430] E. Plekhanov, N. Bonini and C. Weber, Calculating dynamical mean-field theory forces in

ab initio ultrasoft pseudopotential formalism, Phys. Rev. B 104, 235131 (2021).
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T. Müller, A. V. Yakutovich, C. W. Andersen, F. F. Ramirez, C. S. Adorf, F. Gargiulo,

S. Kumbhar, E. Passaro, C. Johnston, A. Merkys, A. Cep ellotti, N. Mounet, N. Marzari,

B. Kozinsky and G. Pizzi, AiiDA 1.0, a scalable computational infrastructure for automated

reproducible workflows and data provenance, Sci. Data 7, 300 (2020).

[480] M. Uhrin, S. P. Huber, J. Yu, N. Marzari and G. Pizzi, Workflows in AiiDA: Engineering

a high-throughput, event-based engine for robust and modular computational workflows,

Comput. Mater. Sci. 187, 110086 (2021).

[481] J. D. Hunter, Matplotlib: A 2D graphics environment , Comput. Sci. Eng. 9, 90 (2007).

[482] J. Qiao, G. Pizzi and N. Marzari, WannierIO.jl: A Julia package for reading/writing wan-

nier90 file formats, https://github.com/qiaojunfeng/WannierIO.jl (2023), accessed

on 2023-12-11.

[483] M. F. Herbst, A. Levitt and E. Cancès, DFTK: The Density-functional toolkit (2023),

https://dftk.org.

[484] M. Bonacci, J. Qiao, N. Spallanzani, A. Marrazzo, G. Pizzi, E. Molinari, D. Varsano,

A. Ferretti and D. Prezzi, Towards high-throughput many-body perturbation theory: effi-

cient algorithms and automated workflows, npj Comput. Mater. 9, 74 (2023).

[485] S. P. Ong, W. D. Richards, A. Jain, G. Hautier, M. Kocher, S. Cholia, D. Gunter, V. L.

Chevrier, K. A. Persson and G. Ceder, Python Materials Genomics (pymatgen): A robust,

open-source python library for materials analysis, Comput. Mater. Sci. 68, 314 (2013).

[486] A. Jain, S. P. Ong, W. Chen, B. Medasani, X. Qu, M. Kocher, M. Brafman, G. Petretto,

G.-M. Rignanese, G. Hautier, D. Gunter and K. A. Persson, FireWorks: a dynamic work-

flow system designed for high-throughput applications, Concurrency Computat.: Pract.

Exper. 27, 5037 (2015).

[487] A. R. Supka, T. E. Lyons, L. Liyanage, P. D’Amico, R. Al Rahal Al Orabi, S. Mahatara,

P. Gopal, C. Toher, D. Ceresoli, A. Calzolari, S. Curtarolo, M. Buongiorno Nardelli and

M. Fornari, AFLOWπ: A minimalist approach to high-throughput ab initio calculations in-

cluding the generation of tight-binding hamiltonians, Comput. Mater. Sci. 136, 76 (2017).

[488] D. Schwalbe-Koda, mkite: A distributed computing platform for high-throughput materials

simulations, Computational Materials Science 230, 112439 (2023).

[489] M. Gjerding, T. Skovhus, A. Rasmussen, F. Bertoldo, A. H. Larsen, J. J. Mortensen

and K. S. Thygesen, Atomic Simulation Recipes: A Python framework and library for

automated workflows, Comput. Mater. Sci. 199, 110731 (2021).

[490] A. Sakai, S. Minami, T. Koretsune, T. Chen, T. Higo, Y. Wang, T. Nomoto, M. Hirayama,

S. Miwa, D. Nishio-Hamane, F. Ishii, R. Arita and S. Nakatsuji, Iron-based binary ferro-

magnets for transverse thermoelectric conversion, Nature 581, 53 (2020).

[491] K. F. Garrity and K. Choudhary, Database of Wannier tight-binding Hamiltonians using

high-throughput density functional theory , Sci. Data 8, 106 (2021).

https://doi.org/10.1038/s41597-020-00638-4
https://doi.org/10.1038/s41597-020-00638-4
https://doi.org/10.1016/j.commatsci.2020.110086
https://doi.org/10.1016/j.commatsci.2020.110086
https://doi.org/10.1109/MCSE.2007.55
https://github.com/qiaojunfeng/WannierIO.jl
https://dftk.org
https://doi.org/10.1038/s41524-023-01027-2
https://doi.org/10.1038/s41524-023-01027-2
https://doi.org/https://doi.org/10.1016/j.commatsci.2012.10.028
https://doi.org/https://doi.org/10.1016/j.commatsci.2012.10.028
https://doi.org/10.1002/cpe.3505
https://doi.org/10.1002/cpe.3505
https://doi.org/0.1016/j.commatsci.2017.03.055
https://doi.org/0.1016/j.commatsci.2017.03.055
https://doi.org/10.1016/j.commatsci.2023.112439
https://doi.org/10.1016/j.commatsci.2023.112439
https://doi.org/10.1016/j.commatsci.2021.110731
https://doi.org/10.1016/j.commatsci.2021.110731
https://doi.org/10.1038/s41586-020-2230-z
https://doi.org/10.1038/s41586-020-2230-z
https://doi.org/10.1038/s41597-021-00885-z
https://doi.org/10.1038/s41597-021-00885-z


[492] L. Talirz, S. Kumbhar, E. Passaro, A. V. Yakutovich, V. Granata, F. Gargiulo, M. Borelli,

M. Uhrin, S. e. P. Huber, S. Zoupanos, C. S. Adorf, C. W. Andersen, O. Schütt, C. A.
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