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1 EditorialIn this �rst Psi-k Newsletter of 2009 we repeat information on the Psi-k Portal and in parti
ularhow to re
eive and distribute the Psi-k related information to the whole Psi-k 
ommunity. Inaddition we remind our readers of uploading 
omplete reports on the Psi-k workshps and othermeetings to the Psi-k Resour
es on the Portal.As usual, this newsletter 
ontains job and workshop announ
ements, workshop reports, andabstra
ts of newly submitted or re
ently published papers. In addition, in this issue we also havesome information on the Atomisti
x Toolkit for those who know of it or might be interested in.The s
ienti�
 highlight arti
le of this issue is by James R. Chelikowsky (Austin) and YousefSaad (Minneapolis) on "Using Chebyshev-Filtered Subspa
e Iteration Methods to Solve theKohn-Sham Problem"For further details, please 
he
k the table of 
ontent.The Uniform Resour
e Lo
ator (URL) for the Psi-k webpage is:http://www.psi-k.org.uk/Please submit all material for the next newsletters to the email address below.The email address for 
onta
ting us and for submitting 
ontributions to the Psi-k newsletters isfun
tionpsik-
oord�dl.a
.uk messages to the 
oordinators, editor & newsletterDzidka Szotek, Martin Lüders and Walter Temmerman
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2 General News2.1 Uploading Information to Psi-k Portal
As already mentioned in the past newsletters, the Psi-k Portal is the only means for distribut-ing and re
eiving Psi-k related information. We do not advise using 'Mailtool' fa
ility on thePortal, as it does not allow to store the distributed information on the Psi-k Portal in the Psi-kAnnoun
ements' pool. Thus it 
annot be seen by anybody who 
hooses to 
he
k for the newannoun
ements on the Portal.Sin
e uploading information to the Psi-k Portal seems to give problems to some users, below werepeat the steps one needs to follow to su

essfuly upload e. g. an announ
ement to the Psi-kAnnoun
ements folder and have it distributed by e-mail to all the Portal members.1. 'Login to Psi-k Portal', a

essed from http://www.psi-k.org, by 
li
king on the formerwhile on the Psi-k web page2. While already on the Psi-k Portal 
li
k on 'Psi-k Announ
ements'3. Cli
k on 'Add' to get a window for uploading an announ
ement and then �ll in all therequired �elds4. Hyperlinks have to be added to any URLs of the web pages o
urring in the body of theannoun
ement by 
li
king on the option above the main text window, whi
h looks like'binna
les on a blue ball' and typing the URL into the subsequently opened �eld5. Add Atta
hements, if any, by pressing this option6. When all is typed and �lled, then press 'Preview' to see if all looks right7. If yes, then for 'Email Noti�
ation' 
hoose 'High - All Parti
ipants'8. Don't do anything about 'A

ess' or 'Availability' please, and leave them as they are bydefault9. Press 'Add Announ
ement', and all is done.
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2.2 Uploading Reports on Workshops and Other Events to Psi-k PortalIt has been our long-term pra
ti
e to publish in the Psi-k Newsletters reports on all work-shops/meetings supported by the Psi-k Network. They have 
onsisted of a short summary, aprogramme, list of parti
ipants and abstra
ts of presented papers. Unfortunately, as the numberof yearly events has in
reased with time, the reports have be
ome longer, leading to newslettersoften approa
hing 200 A4 pages.With the introdu
tion of the Psi-k Portal, we have opted for shorter reports (without abstra
ts)published in the newsletters, while asking the events' organizers to upload the 
omplete reports(in
luding abstra
ts), in the pdf-format, to the Psi-k Portal.Hereby, we would like to remind all the organizers of the events supported by the Psi-k Networkto submit short reports (
onsisting of short summary, programme and list of parti
ipants), inthe latex format, by e-mail topsik-
oord�dl.a
.uk,to be published in the Psi-k newsletter, subsequent to the event, and to upload 
omplete reports(with abstra
ts of presented papers), in the pdf-format, to the 'Psi-k Repository' on the Psi-kPortal.All the reports are stored in the Repository for an easy a

ess if anybody is interested to readalso the abstra
ts of papers presented at a given event.The Psi-k Portal is a

essed from the Psi-k Network webpagehttp://www.psi-k.orgby 
hoosing the option 'Login to Psi-k Portal'.
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3 Psi-k A
tivities�Towards Atomisti
 Materials Design�3.1 Psi-k Workshop Announ
ements3.1.1 Workshop on Catalysis from First-prin
iplesWien, May 25-28, 2009The Ψk-Working Group �Catalysis and Surfa
e S
ien
e� organizes a biannual series devoted tothe dis
ussion of re
ent progress and methodologi
al advan
es in �rst-prin
iples methods appliedto 
atalysis, 
o-organized by Jürgen Hafner, Jens Norskøv and Matthias S
he�er. The nextworkshop will be held on May 25 to May 28, 2009 at the Erwin S
hrödinger Institute (ESI) forMathemati
al Physi
s in Wien.Topi
al sessions will dis
uss(A) Re
ent progress in density fun
tional theory of solids - and beyond (invited speakers J.P.Perdew, B. Lundqvist. S. Grimme, G. Kresse, M. Fu
hs)(B) Ab-initio 
al
ulations of free-energy barriers and rea
tion rates (C. Dellago, M. Parrinello,H. Metiu, T. Bu
ko, T. Bligaard)(C) Materials design (D. Morgan, M. Mavrikakis, F. Studt)(D) Catalysis by metals and metal-support intera
tions (G. Pa

hioni, S. Pi

inin, R. Grybos,P. Raybaud, A. Mi
haelides, A. Gross)(E) Ele
tro
atalysis (M. Koper, J. Rossmeisl, S. Sugino )(F) A
id-based 
atalysis in zeolites and related materials (J. Sauer, L. Ben
o, R. Catlow, S.Bordiga)(G) Catalysis by oxides (R. S
hlögl, F. Mittendorfer, C. Noguera, J. van Bokhoven, K. Reuter)Contributions to these topi
s are solli
ited (oral 
ontributions will be 15 min in
l dis
ussion).Abstra
ts of 
ontributions (LATEX format, 12pt, double-spa
ed, max. 1 page) should be sentuntil Mar
h 15 per email to J. Hafner (juergen.hafner�univie.a
.at). Noti�
ation of a

eptan
ewill be given until Mar
h 30, registration form will be mailed with the a

eptan
e noti�
ation.Attendan
e to the meting is limited due to the 
apa
ity of the le
ture hall. There will be no
onferen
e fee. Jürgen HafnerFa
ulty of Physi
s, Universität Wienand Center for Computational Materials S
ien
e7



3.2 Workshop on Magnetism in 
omplex systems - Spin density theory andbeyondTU-Vienna, AustriaApril, 16-19, 2009Psi-k, TU-Wien, University Vienna, BMWF, CMSPeter Mohn and Jürgen Hafnerhttp://www.
ms.tuwien.a
.at/Topi
s:Magnetism in strongly 
orrelated materials (or Magnetism and ele
troni
 
orrelation)Magnetism in nano-stru
turesMultiferroi
sMagnetism in intermetalli
 
ompoundsMagneti
 Semi
ondu
torsMagneti
 anisotropyMagnetism in bio-relevant materialsEnergy Loss Magneti
 Chiral Di
hroism, experiment and theory
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3.2.1 Workshop QTS-5: Quantum Theory of SolidsÅrhus UniversityMay 18-20, 2009Sponsored by: Psi-k, CTN-Århus, IFA-ÅrhusOrganizers: N. E. Chrsitensen and A. SvaneWeb page: http://www.phys.au.dk/qts5/The �fth Århus workshop on Quantum Theory of Solids is held at the Department of Physi
sand Astronomy, University of Århus. The main theme of the workshop will be new developmentin 
orrelation physi
s of solids in
luding ele
tron-ele
tron as well as ele
tron-hole 
orrelations, insemi
ondu
tors, transition metal oxides and f-ele
tron systems. New developments and appli
a-tions of GW, DMFT, SIC, TDDFT and BSE methodology will be dis
ussed. Also some otheraspe
ts of the quantum theory of ele
trons in the solid state will be treated, in
luding re
entprogress in the theory of diluted magneti
 semi
ondu
tors and rea
tions at surfa
es.Invited speakers: R. C. Albers, M. Alouani, C. Ambros
h-Draxl, V. Antonov, O. K. Andersen,S. Biermann, A. N. Chantis, O. Eriksson, L. Erri
o, M. Gatti, E. K. U. Gross, O. Gunnarsson,B. Hammer, P. Hyldgaard, E. Kotomin, K. Köpernik, J. Kudrnovsky, W. R. L. Lambre
ht, R.Laskowski, M. Lüders, G. K. H. Madsen, R. Nieminen, L. Nordström, P. M. Oppeneer, L. Petit,A. Postnikov, S. Satpathy, S. Savrasov, W. Temmerman, M. van S
hilfgaarde, G. Zwi
knaglAttendan
e fee: 150 Euro (lun
hes and 
o�ee, 
onferen
e dinner).Register by email: ne
�phys.au.dk no later than April 15th 2009.
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3.3 6th Nanoquanta-ETSF Young Resear
hers Meeting (YRM09)Berlin2 - 6 June, 2009DFG, Psi-KNQ-ETSF node at the Free University Berlinhttp://www.nanoquanta.de/yrm2009The Sixth International Young Resear
hers NQ-ETSF (Nanoquanta-European Theoreti
al Spe
-tros
opy Fa
ility) 
onferen
e will take pla
e in the 
osmopolitan 
ity of Berlin during June 2009.This 
onferen
e is organized by the ETSF young resear
hers working at the Theoreti
al Physi
sDepartment of the Free University Berlin.The YRM09 aims to bring together young resear
hers, 
omprising of PhD students and postdo
s,working on appli
ations and 
ode development in the �eld of theoreti
al spe
tros
opy.The 
onferen
e fa
ilitates an open ex
hange of ideas and a better understanding in the �eld ofspe
tros
opy, with the help of ab-initio 
al
ulations.Re
ent advan
es in the �eld of Density Fun
tional Theory, the GW method and the Bethe-Salpeter Equation will be dis
ussed. These represent state-of-the-art methods for determiningthe ele
troni
 spe
tra of, among others, bio-mole
ules, nano-devi
es and quantum dots. Exten-sions of the basi
 formalisms to 
over the most diverse situations, su
h as magneti
 systems,super
ondu
tors and non-equilibrium phenomena will be the subje
t of posters and oral presen-tations.Registration is open until Mar
h 22, 2009.More details 
an be found at http://www.nanoquanta.de/yrm2009
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3.4 Reports on Psi-k Workshops3.4.1 Report on Nanoferroni
s WorkshopInternational Workshop on Nanoferroni
s:�Novel multifun
tional metal-oxide tunnel-jun
tions relevant forfuture devi
es�Aa
hen, O
tober 9-10, 2008S
ienti�
 Coordinators:Marjana Leºai¢ (Fors
hungszentrum Jüli
h, Germany)Silvia Pi
ozzi (CNR-INFM, L`Aquila, Italy)Stefan Blügel(Fors
hungszentrum Jüli
h, Germany)Hermann Kohlstedt (Fors
hungszentrum Jüli
h, Germany)SummaryThe a
ronym nanoferroni
s stands for spin transport ele
troni
s through multifun
tional (multiferroi
)tunnel jun
tions. The motivation for the workshop was to dis
uss, explore and trigger the next stepsin this rapidly developing �eld.Last De
ember, the prestigious s
ienti�
 journal S
ien
e, 
lassi�ed re
ent advan
es on multiferroi
sand oxide interfa
es as one of the 10 breakthroughs of the year! It is easy to see why the oxidejun
tions attra
t so mu
h attention by 
onsidering just one example. In the past year, in severalexperiments 
ondu
ted on the interfa
e between two insulators, SrTiO3 (STO) and LaAlO3 (LAO),this interfa
e was found to exhibit a whole spe
trum of di�erent behaviors, ranging from magnetismto super
ondu
tivity or to metal-insulator transition. The mentioned investigations at LAO/STOinterfa
e are just an example, and they result from sustained progress in the growth of 
omplex oxidesthin �lms using advan
ed deposition te
hniques during the past two de
ades. Combined with so-phisti
ated real time in-situ monitoring of surfa
e and stru
tural properties, this opened new avenuesto engineer 
omplex oxides interfa
es, heterostru
tures and devi
es at the atomi
 s
ale level. Su
hinterfa
es and the variety of di�erent physi
al phenomena that are observed at them were one of themain topi
s of the workshop.During the invited talks and the poster session the dis
ussions went along several dire
tions. Thesein
lude: 11



1. The theoreti
al tools and the results of the Density Fun
tional Theory applied on oxides andtheir jun
tions2. The dis
ussion of observed phenomena at the interfa
es of perovskite materials3. The development of experimental tools relevant for the 
hara
terization of oxide �lms andinterfa
es4. The 
ontrol and manipulation of the spin-dependent quantum transport through the tunneljun
tions e.g. by external magneti
 or ele
tri
al �elds5. The swit
hing of the magnetization and the ferroele
tri
 polarization as relevant for readingand writing of information. PROGRAMThursday, O
tober 9Wel
ome09.00 - 10.40 Session 1 : Current status and trendsDis
ussion leader: Wolfgang Kleemann9:00 Hans S
hmid, Universite de Genèva, SwitzerlandThe trail from Pierre Curie to maximal single phase multiferroi
 
omplexity9:50 Ni
ola Spaldin, University of California, Santa Barbara, USARe
ent progress in single phase multiferroi
s10.40 Co�ee break11:00 - 13:00 Session 2 : Ferroele
tri
ity and magnetismDis
ussion leader: Marjana Leºai¢11:00 Philippe Ghosez, University of Liege, BelgiumEngineering exoti
 phenomena at ferroele
tri
 oxide interfa
es :a �rst-prin
iples perspe
tive11:40 Gustav Bihlmayer, Fors
hungszentrum Jüli
h, GermanyDes
ribing 
omplex magnetism from �rst prin
iples12:20 Claude Ederer, Trinity College Dublin, IrelandToroidal moments and magneto-ele
tri
 
oupling: the 
ase of BiFeO versusFeTiO313:00 - 14:30 Lun
h Break14:30 - 16:30 Session 3 : Oxides and interfa
esDis
ussion leader: Liu-Hao Tjeng14:30 Yasuyuki Hikita, University of Tokyo, JapanControlling Band O�sets in Manganite-Titanate Heterojun
tions12



15:10 Alexander Brinkman, University of Twente, Ens
hede, NetherlandsMagnetoresistan
e os
illations and relaxation e�e
ts at the SrTiO3-LaAlO315:50 Andrea Caviglia, University of Geneva, SwitzerlandEle
tri
 Field Control of the LaAlO3/SrTiO3 Interfa
e Ground State16:30 - 16:50 Co�ee break16:50 - 18:10 Session 4 : Correlations at interfa
es IDis
ussion leader: Silvia Pi
ozzi16:50 Ansgar Liebs
h, Fors
hungszentrum Jüli
h, GermanyCoulomb 
orrelations at surfa
es and interfa
es17:30 Warren E. Pi
kett, University of California Davis, USASurfa
e-Interfa
e Coupling of LaAlO3 overlayers on SrTiO3: Domesti
ation ofthe Polar Catastrophe18:40 Poster session / Dinner
Friday, O
tober 1009:00 - 11:00 Session 5 : Advan
ed Analyti
sDis
ussion leader: Uwe Klemradt09:00 Salia Cheri�, Institut Néel, CNRS, Grenoble, Fan
eImaging submi
ron ferroele
tri
 domains with slow ele
trons09:40 Chunlin Jia, Fors
hungszentrum Jüli
h, GermanyAtomi
-s
ale study of ele
tri
 dipoles near 1800 domain walls in ferroele
tri
thin �lms10:20 Bernhard Keimer, MPI for Solid State Resear
h, Stuttgart, GermanySpe
tros
opy of ele
troni
 re
onstru
tions at oxide interfa
es11:00 - 11:30 Co�ee break11:30 - 13:30 Session 6 : Correlations at interfa
es IIDis
ussion leader: Stefan Blügel11:30 Kiyoyuki Terakura, JAIST, Ishikawa, JapanS
reening me
hanism for polar dis
ontinuity for LaAlO3/SrTiO3 thin �lms12:10 Zhi
heng Zhong, University of Twente, NetherlandsEle
troni
 stru
ture indu
ed re
onstru
tion and magneti
 ordering at theLaAlO3/SrTiO3 interfa
e12:50 Evgeny Tsymbal, University of Nebraska-Lin
oln, Lin
oln, USAModeling of Magnetoele
tri
 Interfa
es13



13:30 - 15:00 Lun
h Break15.00 - 17:00 Session 7 : Strain-assisted phenomenaDis
ussion leader: Thomas Brü
kel15:00 Nikolay A. Pertsev, Physi
o-Te
hni
al Institute, St. Petersburg, Russian Fed-erationStrain-mediated ele
tri
 e�e
ts in ferroi
 heterostru
tures and tunnel jun
tions15:40 Darrell G. S
hlom, Cornell University, USAThe e�e
t of strain on thin ferroele
tri
 and multiferroi
 layers16:20 Sebastian Gönnenwein, Bayris
he Akademie der Wissens
haft, Gar
hing, Ger-manyMagnetoelasti
 magnetization manipulation in ferromagnet/ferroele
tri
 hy-brids17:00 - 17:30 Co�ee break17:30 - 19:30 Session 8 : Towards Oxide Ele
troni
sDis
ussion leader: Hermann H. Kohlstedt17:30 Angès Barthélémy, Unité Mixte de Physique CNRS/Thales, Palaiseau, Fran
eOxide based heterostru
tures for spintroni
s18:10 Andreas S
hmehl, University Augsburg, GermanyEuO1-x -A Half-Metalli
 Ferromagneti
 Semi
ondu
tor with High Potential forAppli
ation Driven S
ien
e18:50 Regina Dittmann, Fors
hungszentrum Jüli
h, GermanyIn�uen
e of strain relaxation and interfa
e 
on�guration on the diele
tri
 re-sponse of ferroele
tri
 BST thin �lm 
apa
itors20:00 Closing & Dinner
Poster 
ontributionsCon-01 Theo A. CostiKondo Proximity E�e
t: How Does a Metal Penetrate Into a Mott Insu-lator?Con-02 Bru
e A. DavidsonFerromagneti
 
orrelations at atomi
ally-engineered manganite interfa
esCon-03 Mario Dis
hProbing ferroele
tri
ity in ultrathin wedged epitaxial BaTiO3�lms14



Con-04 Mi
hael Fe
hnerMagneti
 phase transition in two-phase multiferroi
s predi
ted from �rstprin
iplesCon-05 Christoph Friedri
hAll-Ele
tron GWCal
ulations for Strontium and Barium TitanateCon-06 Vin
ent Gar
iaMagneti
 tunnel jun
tions with ferroele
tri
 tunnel barriers :ele
troresistan
e and tunneling magnetoresistan
eCon-07 Fumiyuki IshiiNon
ollinear Magnetism in the Perovskite Manganite Superlatti
eCon-08 Hermann KohlstedtA novel total ele
tron yield set-up for interfa
e studies under soft x-rayradiation and a simultaneously applied bias �eldCon-09 Alexey MelnikovNon-equilibrium surfa
e and bulk spin-dynami
s at Gd(0001)Con-10 Frederi
o D. NovaesTunneling a
ross a ferroele
tri
 barrier : a �rst-prin
iples studyCon-11 Kourosh RahmanizadehFirst-prin
iples investigation of thin ATiO3�lms with sta
king faultsCon-12 Hasan Sadat NabiMi
ros
opi
 origin of magnetism in hematite - ilmenite heterostru
turesCon-13 Mar
o SalluzzoXAS and XMCD spe
tros
opy on Nd1Ba2Cu3O7/STO interfa
eCon-14 Keisuke ShibuyaCorrelation between sta
king defe
t and resistive swit
hing in Sr2TiO4thin�lmsCon-15 Kunihiko Yamau
hiTheoreti
al study of La1-xSrxMnO3/BiFeO3heterojun
tion: Ex
hange biasand magnetoele
tri
 
ouplingCon-16 Wolfgang Kleemann(Sr,Mn)TiO3- a magnetoele
tri
 multiglassCon-17 Marjana Leºai¢Double perovskite multiferroi
s: the room temperature 
hallengeCon-18 Mohammed BouhassouneEle
troni
 stru
ture and e�e
tive masses in strained Sili
onCon-19 Ersoy SasiogluAb initio many-body 
al
ulation of magneti
 ex
itations in 3d transitionmetals 15
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h,DEU60. Piotr Wisniowski,Siemens,Erlangen,DEU61. Manuel Bibes,Unite Mixte de Physique CNRS/Thales Palaiseau,FRA62. Vin
ent Gar
ia,Unite Mixte de Physique CNRS/Thales Palaiseau,FRA63. Philippe Ghosez,Universite de Liege,Liege,BEL64. Frederi
o Novaes,ICMAB - Spain Bar
elona,SP65. Daniel Ioan Bil
,Universite de Liege Sart Tilman,BEL66. Phivos Mavropoulos,FZ-Jüli
h,Jüli
h,DEU67. Claus M. S
hneider,FZ-Jüli
h,Jüli
h,DEU68. Rainer Waser,FZ-Jüli
h,Jüli
h,DEU69. Artur Glavi
,FZ-Jüli
h,Jüli
h,DEU70. Jörg Voigt,FZ-Jüli
h,Jüli
h,DEU71. Daniel S
huma
her,FZ-Jüli
h,Jüli
h,DEU72. Emmanuel Kentzinger,FZ-Jüli
h,Jüli
h,DEU73. Ronny Sutarto,University of Cologne,Cologne,DEU74. Roger Chang,University of Cologne,Cologne,DEU75. Simone Altendorf,University of Cologne,Cologne,DEU76. Tim Haupri
ht,University of Cologne,Cologne,DEU77. Mohammed Bouhassoune,Fors
hungszentrum Jüli
h,Jüli
h,DEU78. Ulri
h Poppe,Fors
hungszentrum Jüli
h,Jüli
h,DEU
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4 News from UK's CCP9 Programme
UK's Collaborative Computational Proje
t 9 (CCP9) on�Computational Studies of the Ele
troni
 Stru
ture of Solids�4.1 Reports on UK CCP9's Meetings4.1.1 Report on AIMPRO'08 Meeting10-12th De
ember 2008Institute of Materials, Nantes, Fran
eAIMPRO'08 is the latest in the su

essful series of meetings, organised on a roughly annual basisto allow users of the AIMPRO1 DFT 
ode to ex
hange latest results, te
hniques and information,learn about the latest 
ode developments and dis
uss possible developments for the 
oming year.This year was the �rst time it was not held in the UK, but instead in Nantes on the West 
oastof Fran
e, at the "Institute of Materials Jean Rouxel"2, an Institute jointly run by the CNRS andthe University of Nantes. It was the largest meeting yet with 40 attendees, and 27 le
tures spreadover 3 days. Attendees 
ame from 13 di�erent institutions 
overing 7 di�erent European 
ountrieswith the majority from UK-based institutions. The meeting was 
overed in the most popular regionalnewspaper 'Ouest Fran
e'.Finan
ial support from CCP9, the C'Nano nanote
hnology network from the west of Fran
e, andthe "nano2hybrids" European proje
t3 meant that 
onferen
e attendan
e and meals were free forattending delegates, and we are most grateful to our sponsors for fa
ilitating attendan
e in this way.

1http://aimpro.n
l.a
.uk2http://www.
nrs-imn.fr3http://www.nano2hybrids.net/ 19



ProgrammeThe programme was as follows:Wednesday 10th De
ember13:00-13:50 Lun
h University Restaurant13:50-14:10 Chris Ewels, Jean-Lu
 Duvail - Wel
ome14:10-14:30 Jose Coutinho"Surfa
e segregation of phosphorus and boron in nano
rystallinesili
on"14:30-14:50 Calvin Davidson"Adsorbates on oxidised 
opper surfa
es"14:50-15:10 Alexandra Carvalho"Intrinsi
 defe
ts in CdTe"15:10-15:15 Mal
olm Heggie"Introdu
tion to the Graphite Proje
t"15:15-15:45 Chris Latham"Behaviour of interstitials in graphite"15:45-16:05 Co�ee16:05-16:35 Gemma Ha�enden"Thermal Properties of Graphite from �rst prin
iples"16:35-16:45 Glen Sheehan"Modelling Carbon"16:45-16:55 Jean-Jo Adjizian"Modelling Carbon Part 2"16:55-17:05 James Boone"Modelling Carbon Part 3"17:05-17:20 Vin
ent Guiot"Magneti
 Mole
ules in 
arbon nanotubes"17:20-17:30 Alberto Zobelli"Using ROCKS to administer 
omputing 
lusters"20:00 "Restaurant"
20



Thursday 11th De
ember09:00-10:30 Patri
k Briddon"AIMPRO++ : What's new, what's 
oming"10:30-11:00 Dis
ussion11:00-11:20 Co�ee + Journalist11:20-12:20 Mark Rayson"Progress in te
hniques for large-s
ale ab initio 
al
ulations :A quantum of speed-up"12:20-12:40 Ben Hourahine"Methods for handling dispersion for
es in DFT and DFTB"12:40-13:00 Dis
ussion13:00-14:00 Lun
h University Restaurant14:00-14:30 Ben Hourahine"Latest updates in DFTB"14:30-14:50 Sylvain Latil"Integrating transport 
al
ulations in DFT"14:50-15:20 Alberto Zobelli"Ele
tron irradiation damage in 
arbon and BN nanosystems"15:20-15:40 Emmanuel Frits
h"Oxygen in diamond: The strange 
ase of CO2 diamonds"15:40-16:00 Co�ee16:00-16:30 Elena Bi
houtskaia"Motional Freedom in Carbon Nanotubes and its appli
ations"16:30-17:00 Irene Suarez-Martinez"Metals and Carbon Nanotubes : The Dream, The Nightmare (s)"17:00-17:20 Estelina Silva"Zn, Cu and Ni metal impurities in Ge"17:20-17:30 Dis
ussion and Close
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Friday 12th De
ember9:15-9:45 Vika Ivanovskaya"Ab initio studies of bilateral doping within the MoS2-NbS2 systems"9:45-10:15 Philippe Moreau"Contribution of Ele
tron Energy-Loss Spe
tros
opy in a Transmission Ele
tronMi
ros
ope to the study of lithium battery materials"10:15-10:40 Chris Ewels"Modelling realisti
 nanotubes: Surfa
e deposition, tube �lling and 
ones"10:40-11:00 Co�ee11:00-11:10 Jens Ryden"Manganese in graphite11:10-11:30 Jon Goss"Hyper�ne 
al
ulations using AIMPRO: the su

ess of defe
ts in diamond"11:30-11:50 Natalia Martsinovi
h"Theoreti
al studies of hydrogen bonded supra-mole
ular stru
tures"11:50-12:00 Ngo
 Bi
h Nguyen"Atomi
 and ele
troni
 stru
ture of sili
on nano
rystals embedded in a sili
a matrix"12:00-12:15 Chris EwelsCOST Proje
t and networking dis
ussion12:15-13:00 Dis
ussionGeneral Dis
ussion, Meeting 
losePresentationsJose Coutinho opened the 
onferen
e with the following presentation:Surfa
e segregation of phosphorus and boron in nano
rystalline sili
on: density-fun
tional studies, Jose Coutinho, Vitor TorresThe possibility of tailoring the ele
troni
 properties of atomi
 nanostru
tures is a well known issue thatstands as a fundamental step for the rea
h of a whole next generation of materials. Doping nanosizedstru
tures presents a remarkable task although its feasibility has been demonstrated already. Here wepresent a study of the energeti
s and ele
troni
 stru
ture details of phosphorus and boron dopants inlarge sili
on atomi
 
lusters ( 1000 Si atoms). Contrary to other systems, it is found that a size-drivenself-puri�
ation me
hanism has a low impa
t on doping dea
tivation of nSi:P and nSi:B. On the otherhand, surfa
e segregation is suggested as a dominant sink dopants, espe
ially for P impurities. Besidesstabilizing these impurities, segregation pro
eeds via formation of ele
tri
ally inert P and B atoms.22



Other topi
sThe talks 
overed a surprisingly wide variety of material types and problemati
s. The �rst morningwas an 'open �oor' to allow free debate, whi
h ranged over problems of 
ompilation for di�erentar
hite
tures (as well as several proposed solutions), di�erent visualisation tools and 
omparison ofapproa
hes between laboratories. It was also an ex
ellent opportunity for new PhD students from the
olle
tion of laboratories to meet ea
h other and form 
onta
ts.While AIMPRO was traditionally primarily used to study defe
ts in Group-IV semi
ondu
tors it was
lear from the talks given at AIMPRO'08 that it has now signi�
antly surpassed this original remit.The diversity of subje
ts 
overed is re�e
ted in the Wednesday afternoon session, whi
h started withdefe
t segregation in sili
on nanoparti
les, moved on to self-organisation of organi
 mole
ules on
opper oxide, then di�erent point defe
t symmetry in CdTe, before dis
ussing in detail a range ofshort- and long-ranged defe
t spe
ies in graphite. The �nal talk 
overed stru
tural and ele
troni
studies of large high-spin mole
ular magnets and their intera
tion with 
arbon nanotubes.The se
ond morning was devoted to 
ode developments from Patri
k Briddon and Mark Rayson,either re
ently 
ompleted or under development. In parti
ular we were lu
ky to have present 
odedevelopers from both DFT (AIMPRO) and DFTB (DFTB+), and a wide ranging dis
ussion 
overedtopi
s su
h as in
lusion of dispersion for
es (Ben Hourahine), transport 
al
ulations (Sylvain Latil)and s
reened ex
hange, and ways to move beyond traditional basis set des
riptions. This was followedby more appli
ation talks. Finally on Friday the meeting 
overed more 
urrent appli
ations su
h asmodelling of hyper�ne intera
tions for defe
ts in diamond, and bilateral doping studies in MoS2-NbS2.There was then open dis
ussions on the future for the network, in parti
ular possibilities for futurenetwork funding.I think it is fair to say that the general feeling was that the meeting was extremely interesting andstimulating, with fas
inating talks spanning a wide range of s
ienti�
 areas, and great promise for thefuture of AIMPRO, both in terms of 
ode developments, and areas of appli
ation. The dis
ussion wasopen and lively, extending well beyond the sessions into the evening banquet and beyond. The IMN,and Nantes itself, provided an ex
ellent ba
kdrop, with many delegates visiting our lo
al me
hanisedelephant on the Friday afternoon (type 'nantes elephant' into youTube to see it in a
tion).AttendeesSylvain Latil CEA Sa
lay, Paris, Fran
eAlexandra Carvalho EPFL, Lausanne, SwitzerlandVika Ivanosvka Laboratoire de Physique des Solides, ParisAlberto Zobelli Laboratoire de Physique des Solides, ParisSven Öberg LuleåInstitute of Te
hnology, Sweden
23



Mark Rayson Max-Plan
k-Institut, Dusseldorf, GermanyElena Bi
houtskaia Nottingham University, UKJose Coutinho University of Aveiro, PortugalEstelina Silva University of Aveiro, PortugalVitor Torres University of Aveiro, PortugalBob Jones University of Exeter, UKHugo Pinto University of Exeter, UKMark Taylforth University of New
astle, UKMariam Ahmed University of New
astle, UKPatri
k Briddon University of New
astle, UKKhaled Etmimi University of New
astle, UKJonathan Goss University of New
astle, UKAbdusalam Gsiea University of New
astle, UKRob Ma
Leod University of New
astle, UKBen Hourahine University of Strath
lyde, Glasgow, S
otlandSimon Kraeusel University of Strath
lyde, Glasgow, S
otlandJean-Jo Adjizian University of Sussex, Brighton, UKJames Boone University of Sussex, Brighton, UKCalvin Davidson University of Sussex, Brighton, UKGemma Ha�enden University of Sussex, Brighton, UKMal
olm Heggie University of Sussex, Brighton, UKChris Latham University of Sussex, Brighton, UKJens Ryden University of Sussex, Brighton, UKGlen Sheehan University of Sussex, Brighton, UKNatalia Martsinovi
h Warwi
k University, UKSebastien Petit Universite de Caen, Fran
eNgo
 Bi
h Nguyen Universite de Caen, Fran
eEmmanuel Frits
h Institut des Materiaux, NantesPhilippe Moreau Institut des Materiaux, NantesChris Ewels Institute of Materials, Nantes, Fran
eVin
ent Guiot Institute of Materials, Nantes, Fran
eIrene Suarez Martinez Institute of Materials, Nantes, Fran
eAbu Yaya Sulley Institute of Materials, Nantes, Fran
e24



5 General Workshop/Conferen
e Announ
ements5.1 WIEN2009: Hands on Workshop on the WIEN2k pa
kagePenn State University, University Park, PA, USAJune 23-26, 2009J.O. Sofo and the WIEN2k developers teamhttp://www.ms
.psu.eduThe forth US workshop on the WIEN 
ode (16th in the history of the WIEN 
ode) is a hands-on a
tivitydedi
ated to tea
h the use of the WIEN2k Density Fun
tional Theory Pa
kage (http://www.wien2k.at).WIEN2k is one of the most popular ele
troni
 stru
ture 
odes used to perform 
al
ulations with theFull Potential LAPW method. The workshop is a unique opportunity to learn the use, power andlimitations of the pa
kage with the tutoring of the authors and developers of the 
ode. The a
tivitieswill be aimed at graduate students and resear
hers from industry and a
ademia. The only pre-requisiteis to have a basi
 knowledge of solid state physi
s, and 
hemistry. It is planned as a four-day a
tivitywith le
tures on the s
ienti�
 aspe
ts of the method, appli
ations, hand-on a
tivities on sele
tedexamples, and the opportunity to re
eive a head start on a personal proje
t.This year the parti
ipation is limited to 40 people.For more information or to register go to http://www.ms
.psu.eduThe tentative list of invited speakers in
ludes:- Prof. C. Ambros
h-Draxl (Univ. Leoben, Austria)- Prof. P. Blaha (TU Vienna, Austria)- Dr. G. Madsen (Univ. Aarhus, Denmark)- Prof. K. S
hwarz (TU Vienna, Austria)- Dr. F. Tran (TU Vienna, Austria)Chair: Prof. J. O. Sofo (Penn State Univ, USA)
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6 General Job Announ
ementsPost-Do
 position in theoreti
al heterogeneous 
atalysisÉ
ole Normale Supérieure de Lyon, Lyons, Fran
eA post-do
toral position is available at É
ole Normale Supérieure de Lyon (ENS-Lyon, Fran
e). Theposition is now open, and funded for 12 months from starting date. The net salary will be between2300 and 2500 eur net/month depending on the 
andidate experien
e.The su

essful 
andidate will develop and test methods to realize hybrid quantum method/
lassi
alfor
e �elds (QM/MM) or quantum method high level/quantum method lower level (QM/QM') 
al
u-lations. This proje
t is fo
used on 
al
ulations in heterogeneous 
atalysis. Ab initio methods will be
oupled to standard quantum 
hemistry pa
kages as well as mole
ular dynami
 
odes. Besides simpletest rea
tions, appli
ations will in
lude realisti
 models of 
omplex systems used in heterogeneous
atalysis.Appli
ants should hold a PhD in theoreti
al 
hemistry/physi
s, applied 
omputer s
ien
e, or otherrelated areas with a 
ompetitive tra
k re
ord. Candidates are required to have experien
e in numeri
als
ienti�
 
omputing, with either VASP or CPMD knowledge. Fluen
y in a high-level programminglanguage, su
h as FORTRAN90 or/and C/C++ is a requirement. Experien
e with parallel 
omputinglibraries, su
h as MPI, and extensive experien
e in a unix/linux environment is a de�nite advantage.S
ienti�
 meetings and stays in Saudi Arabia at KAUST will take pla
e. The aim of KAUST is tobe
ome one of the top leading world 
lass university within 10 years (see www.kaust.edu.sa). To rea
hthis obje
tive, world 
lass s
ientists and resear
h institutes (among whi
h ENS-Lyon) are asso
iatedwith the edu
ation and resear
h buildup of KAUST. Several 
hallenging s
ienti�
 problems have beenidenti�ed and human and material resour
es have been gathered to solve them.Motivated 
andidates are invited to send their CV, in
luding a short motivation for 
arrying out thisproje
t, list of publi
ations, abstra
t of resear
h results (1 page) and two re
ommendation letters bye-mail (preferred format pdf or plain text) toPaul Fleurat-LessardLaboratoire de Chimie, UMR CNRS 5182É
ole Normale Supérieure de Lyon46, Allée d'Italie69364 Lyon Cedex 07Fran
ePhone: +33 4 72 72 81 54Fax: +33 4 72 72 88 60E-mail: Paul.Fleurat-Lessard at ens-lyon.fr 26



orXavier RozanskaLaboratoire de Chimie, UMR CNRS 5182É
ole Normale Supérieure de Lyon46, Allée d'Italie69364 Lyon Cedex 07Fran
eE-mail: Xavier.Rozanska at ens-lyon.fr
Postdo
toral PositionE
ole Polyte
hnique, Palaiseau (southern Paris area), Fran
eWe have an opening for a postdo
toral fellow starting Sept. 2009 or earlier in the �eld of ele
troni
stru
ture 
al
ulations for 
orrelated materials, in a 
ollaboration between B. Amadon (CEA Bruyeres-le-Chatel) and S. Biermann (E
ole Polyte
hnique). The postdo
toral resear
her will use dynami
almean �eld theory 
ombined with band stru
ture te
hniques ("LDA+DMFT") to investigate the ele
-troni
 stru
ture of oxide and f-ele
tron materials. We are seeking a fellow who is interested in both,methodologi
al developments and appli
ations to materials. Appli
ants should be familiar with �rstprin
iples ele
troni
 stru
ture 
al
ulations. Previous experien
e with many-body te
hniques will be avery positive point. Please send your CV, a brief des
ription of your resear
h interests, and the namesof at least two referees to silke.biermann�polyte
hnique.edu
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Do
toral Training Centre in Theory and Simulation of MaterialsImperial College London, UKAppli
ations are invited for ten four-year studentships leading to both MS
 and PhD degrees in thenewly-established Do
toral Training Centre (DTC) in Theory and Simulation of Materials at ImperialCollege London. Students resident in an EU 
ountry for the last three years are eligible for fundingto 
over their fees. Students resident in the UK for the last three years are also eligible for a stipendto 
over living expenses.The DTC aims to provide a 
utting-edge edu
ational and resear
h environment in the theory andsimulation of materials a
ross length and time s
ales, spanning the dis
iplines of physi
s, materials,
hemistry and me
hani
al engineering to enable students to learn how to look at materials problemsfrom di�erent perspe
tives.PhD study within the DTC will di�er signi�
antly from the traditional approa
h in the UK. The �rstyear will provide a rigorous training in the required theoreti
al methods and simulation te
hniquesthrough a new MS
 
ourse. The PhD resear
h proje
t, whi
h will o

upy years 2�4, will have twosupervisors (one of whom may be in industry or at another university) whose 
ombined expertise willbridge multiple length and time s
ales. A key emphasis of resear
h proje
ts will be on the developmentand implementation of new theory and 
ode for materials simulation. The resear
h of the DTC willbe 
arried out in the Thomas Young Centre, the London Centre for the Theory and Simulation ofMaterials involving University College London and King's College London as well as Imperial.One of the spe
ial features of this DTC is that ea
h intake of students will have strong sense of 
ohortidentity. This will be fostered through the 
ohort itself being responsible for organising a
tivities su
has a monthly journal 
lub, seminars, and 
onferen
es both for themselves and other year groups.They will also attend award-winning residential transferable skills 
ourses and networking a
tivitiestogether. Ea
h 
ohort will have a dedi
ated 
ohort mentor, who will hold weekly meetings throughoutthe duration of the programme to take feedba
k and to dis
uss all aspe
ts of the DTC with students.Prospe
tive appli
ants are en
ouraged to make informal enquiries by 
onta
ting the Admissions Tu-tor Dr Peter Haynes: p.haynes�imperial.a
.uk. Appli
ants should normally have, or expe
t toa
hieve, a �rst 
lass (or equivalent) Ba
helor's or Master's degree in the physi
al s
ien
es or engi-neering. The sele
tion pro
edure will in
lude an interview with members of the Resear
h Board ofthe DTC. Appli
ations will be 
onsidered as they are re
eived, with the expe
tation that all fundedpositions will be �lled by 31st Mar
h 2009.Further information is available at www.
mth.ph.i
.a
.uk/dt
/
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7 Abstra
ts
Giant magneti
 anisotropy of the bulk antiferromagnets IrMnand IrMn3 from �rst prin
iplesL. Szunyogh1, B. Lazarovits1,2, L. Udvardi1, J. Ja
kson3,and U. Nowak4

1Budapest University of Te
hnology and E
onomi
s, Hungary
2Resear
h Institute for Solid State Physi
s and Opti
s,Hungarian A
ademy of S
ien
es, Hungary

3Department of Physi
s, University of York, United Kingdom
4Fa
hberei
h Physik, Universität Konstanz, GermanyAbstra
tWe perform an ab-initio study of the ordered phases of IrMn and IrMn3, the most widely usedindustrial antiferromagnets. Cal
ulation of the form and the strength of the magneti
 anisotropyallows the 
onstru
tion of an e�e
tive spin model, whi
h is tested against experimental measure-ments regarding the magneti
 ground state and the Néel temperature. Our most 
hallengingresult is the extremely strong se
ond order anisotropy for IrMn3 appearing in its frustrated tri-angular magneti
 ground state, whi
h is surprising sin
e the ordered L12 phase has a 
ubi
symmetry. We explain this large anisotropy by the fa
t that 
ubi
 symmetry is lo
ally broken forea
h of the three Mn sublatti
es.Phys. Rev.B 79, 020403(R) 2009Conta
t: szunyogh�phy.bme.hu
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Chiral asymmetry of the spin-wave spe
tra in ultrathin magneti
�lmsL. Udvardi and L. SzunyoghBudapest University of Te
hnology and E
onomi
s, HungaryAbstra
tWe raise the possibility that the 
hiral degenera
y of the magnons in ultrathin �lms 
anbe lifted due to the presen
e of Dzyaloshinskii-Moriya intera
tions. By using simple symmetryarguments, we dis
uss under whi
h 
onditions su
h a 
hiral asymmetry o

urs. We then performrelativisti
 �rst prin
iples 
al
ulations for an Fe monolayer on W(110) and expli
itly reveal theasymmetry of the spin-wave spe
trum in 
ase of wave-ve
tors parallel to the (001) dire
tion.Furthermore, we quantitatively interpret our results in terms of a simpli�ed spin-model by using
al
ulated Dzyaloshinskii-Moriya ve
tors. Our theoreti
al predi
tion should inspire experimentsto explore the asymmetry of spin-waves, with a parti
ular emphasis on the possibility to measurethe Dzyaloshinskii-Moriya intera
tions in ultrathin �lms.arXiv:0901.2671v1Conta
t: szunyogh�phy.bme.hu
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Density-fun
tional des
ription of super
ondu
ting and magneti
proximity e�e
ts a
ross a tunneling barrierJ. Quintanilla1, K. Capelle2 and L. N. Oliveira2

1 ISIS Fa
ility, STFC Rutherford Appleton LaboratoryHarwell S
ien
e and Innovation Campus, Did
ot OX11 0QX, United Kingdom
2 Departamento de Físi
a e Informáti
a, Instituto de Físi
a de São Carlos,Universidade de São Paulo, 13560-970 São Carlos, SP, BrazilAbstra
tA density-fun
tional formalism for super
ondu
tivity and magnetism is presented.The resultingrelations unify previously derived Kohn-Sham equations for super
ondu
tors and for non
ollinearmagnetism. The formalism, whi
h dis
riminates Cooper-pair singlets from triplets, is applied totwo quantum liquids 
oupled by tunneling through a barrier. An exa
t expression is derived,relating the eigenstates and eigenvalues of the Kohn-Sham equations, unperturbed by tunneling,on one side of the barrier to the proximity-indu
ed ordering potential on the other.(Phys. Rev. B 78, p. 205426 (2008))Conta
t person: Klaus Capelle (
apelle�ifs
.usp.br)
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Contribution of the se
ond Landau level to the ex
hange energyof the three-dimensional ele
tron gas in a high magneti
 �eldJ. Morbe
 and K. CapelleDepartamento de Físi
a e Informáti
a, Instituto de Físi
a de São Carlos,Universidade de São Paulo, 13560-970 São Carlos, SP, BrazilAbstra
tWe derive a 
losed analyti
al expression for the ex
hange energy of the three-dimensionalintera
ting ele
tron gas in strong magneti
 �elds, whi
h goes beyond the quantum limit (L=0)by expli
itly in
luding the e�e
t of the se
ond, L=1, Landau level and arbitrary spin polarization.The in
lusion of the L=1 level brings the �elds to whi
h the formula applies 
loser to the laboratoryrange, as 
ompared to previous expressions, valid only for L=0 and 
omplete spin polarization.We identify and explain two distin
t regimes separated by a 
riti
al density nc. Below nc, the perparti
le ex
hange energy is lowered by the 
ontribution of L=1, whereas above nc it is in
reased.As spe
ial 
ases of our general equation we re
over various known more limited results for higher�elds, and we identify and 
orre
t a few in
onsisten
ies in some of these earlier expressions.(Phys. Rev. B 78, p. 085107 (2008))Conta
t person: Klaus Capelle (
apelle�ifs
.usp.br)
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Universal and nonuniversal 
ontributions to blo
k-blo
kentanglement in many-fermion systemsV. V. França and K. CapelleDepartamento de Físi
a e Informáti
a, Instituto de Físi
a de São Carlos,Universidade de São Paulo, 13560-970 São Carlos, SP, BrazilAbstra
tWe 
al
ulate the entanglement entropy of blo
ks of size x embedded in a larger systemof size L, by means of a 
ombination of analyti
al and numeri
al te
hniques. The 
ompleteentanglement entropy in this 
ase is a sum of three terms. One is a universal x- and L-dependentterm, �rst predi
ted by Calabrese and Cardy, the se
ond is a nonuniversal term arising from thethermodynami
 limit, and the third is a �nite size 
orre
tion. We give an expli
it expressionfor the se
ond, nonuniversal, term for the one-dimensional Hubbard model, and numeri
allyassess the importan
e of all three 
ontributions by 
omparing to the entropy obtained from fullynumeri
al diagonalization of the many-body Hamiltonian. We �nd that �nite-size 
orre
tions arevery small. The universal Calabrese-Cardy term is equally small for small blo
ks, but be
omeslarger for x > 1. In all investigated situations, however, the by far dominating 
ontribution is thenonuniversal term stemming from the thermodynami
 lim(Phys. Rev. A 77, p. 062324 (2008))Conta
t person: Klaus Capelle (
apelle�ifs
.usp.br)
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Orbital-polarization terms: from a phenomenologi
al to a�rst-prin
iples des
ription of orbital magnetism indensity-fun
tional theoryJ. M. Morbe
 and K. CapelleDepartamento de Físi
a e Informáti
a, Instituto de Físi
a de São Carlos,Universidade de São Paulo, 13560-970 São Carlos, SP, BrazilAbstra
tPhenomenologi
al orbital-polarization (OP) terms have been repeatedly introdu
ed in thesingle-parti
le equations of spin-density-fun
tional theory, in order to improve the des
riptionof orbital magneti
 moments in systems 
ontaining transition metal ions. Here we show thatthese ad ho
 
orre
tions 
an be interpreted as approximations to the ex
hange-
orrelation ve
torpotential Axc of 
urrent-density-fun
tional theory (CDFT). This 
onne
tion provides additionalinformation on both approa
hes: Phenomenologi
al OP terms are 
onne
ted to �rst-prin
iplestheory, leading to a rationale for their empiri
al su

ess and a reassessment of their limitationsand the approximations made in their derivation. Conversely, the 
onne
tion of OP terms withCDFT leads to a set of simple approximations to the CDFT potential Axc, with a number ofdesirable features that are absent from ele
tron-gas-based fun
tionals.(Int. J. Quantum Chem. 108, p. 2433 (2008) )Conta
t person: Klaus Capelle (
apelle�ifs
.usp.br)
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Empiri
al analysis of the Lieb-Oxford bound in ions andmole
ulesM. M. Odashima and K. CapelleDepartamento de Físi
a e Informáti
a, Instituto de Físi
a de São Carlos,Universidade de São Paulo, 13560-970 São Carlos, SP, BrazilAbstra
tUniversal properties of the Coulomb intera
tion energy apply to all many-ele
tron systems.Bounds on the ex
hange-
orrelation energy, in parti
ular, are important for the 
onstru
tionof improved density fun
tionals. Here we investigate one su
h universal property � the Lieb-Oxford lower bound � for ioni
 and mole
ular systems. In re
ent work [J. Chem. Phys. 127,054106 (2007)℄, we observed that for atoms and ele
tron liquids this bound may be substantiallytightened. Cal
ulations for a few ions and mole
ules suggested the same tenden
y, but werenot 
on
lusive due to the small number of systems 
onsidered. Here we extend that analysisto many di�erent families of ions and mole
ules, and �nd that for these, too, the bound 
anbe empiri
ally tightened by a similar margin as for atoms and ele
tron liquids. Tightening theLieb-Oxford bound will have 
onsequen
es for the performan
e of various approximate ex
hange-
orrelation fun
tionals.(Int. J. Quantum Chem. 108, p. 2428 (2008))Conta
t person: Klaus Capelle (
apelle�ifs
.usp.br)
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Energy of bond defe
ts in quantum spin 
hains obtained fromlo
al approximations and from exa
t diagonalizationV. L. Libero, K. Capelle, F. C. Souza, A. P. FavaroDepartamento de Físi
a e Informáti
a, Instituto de Físi
a de São Carlos,Universidade de São Paulo, 13560-970 São Carlos, SP, BrazilAbstra
tWe study the in�uen
e of ferromagneti
 and antiferromagneti
 bond defe
ts on the ground-state energy of antiferromagneti
 spin 
hains. In the absen
e of translational invarian
e, theenergy spe
trum of the full Hamiltonian is obtained numeri
ally, by an iterative modi�
ation ofthe power algorithm. In parallel, approximate analyti
al energies are obtained from a lo
al-bondapproximation, proposed here. This approximation results in signi�
ant improvement upon themean-�eld approximation, at negligible extra 
omputational e�ort.(J. Magn. Magn. Mater 320, p. E418-E420 (2008), pro
eedings of LMMM 
onferen
e)Conta
t person: Klaus Capelle (
apelle�ifs
.usp.br)Friedel os
illations in one-dimensional metals: from Luttinger'stheorem to the Luttinger liquidDaniel Vieira, Henrique J. P. Freire, V. L. Campo Jr. and K. CapelleDepartamento de Físi
a e Informáti
a, Instituto de Físi
a de São Carlos,Universidade de São Paulo, 13560-970 São Carlos, SP, BrazilAbstra
tCharge density and magnetization density pro�les of one-dimensional metals are investigatedby two 
omplementary many-body methods: numeri
ally exa
t (Lan
zos) diagonalization, and theBethe-Ansatz lo
al-density approximation with and without a simple self-intera
tion 
orre
tion.Depending on the magnetization of the system, lo
al approximations reprodu
e di�erent Fourier
omponents of the exa
t Friedel os
illations.(J. Magn. Magn. Mater. 320, p. E421-E424 (2008), pro
eedings of LMMM 
onferen
e)Conta
t person: Klaus Capelle (
apelle�ifs
.usp.br)
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E�
ient O(N) Integration For All-Ele
tron Ele
troni
 Stru
tureCal
ulation Using Numeri
 Basis Fun
tionsV.Havu1,2, V.Blum1, P.Havu1, M.S
he�er1
1Fritz-Haber-Institut der Max-Plan
k-Gesells
haft,Faradayweg 4�6, 14195 Berlin, Germany

2Institute of Mathemati
s, Helsinki University of Te
hnology - TKK, FinlandAbstra
tWe 
onsider the problem of developing O(N) s
aling grid based operations needed in many
entral operations when performing ele
troni
 stru
ture 
al
ulations with numeri
 atom-
enteredorbitals as basis fun
tions. We outline the overall formulation of lo
alized algorithms, and spe
if-i
ally the 
reation of lo
alized grid bat
hes. The 
hoi
e of the grid partitioning s
heme plays animportant role in the performan
e and memory 
onsumption of the grid based operations. Threedi�erent top-down partitioning methods are investigated, and 
ompared with formally more rig-orous yet mu
h more expensive bottom-up algorithms. We show that a 
on
eptually simpletop-down grid partitioning s
heme a
hieves essentially the same e�
ien
y as the more rigorousbottom-up approa
hes.(submitted to: Journal of Computational Physi
s)Conta
t person: Ville Havu (Ville.Havu�tkk.�)
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Assessing the e�
ien
y of �rst-prin
iples basin-hopping samplingRalf Gehrke and Karsten ReuterFritz-Haber-Institut der Max-Plan
k-Gesells
haft,Faradayweg 4�6, D-14195 Berlin, GermanyAbstra
tWe present a systemati
 performan
e analysis of �rst-prin
iples basin-hopping (BH) runs,with the target to identify all low-energy isomers of small Si and Cu 
lusters des
ribed withindensity-fun
tional theory. As representative and widely employed move 
lasses we fo
us on single-parti
le and 
olle
tive moves, in whi
h one or all atoms in the 
luster at on
e are displa
ed in arandom dire
tion by some pres
ribed move distan
e, respe
tively. The analysis provides detailedinsights into the bottlene
ks and governing fa
tors for the sampling e�
ien
y, as well as simplerules-of-thumb for near-optimum move settings, that are intriguingly independent of the distin
tlydi�erent 
hemistry of Si and Cu. At 
orresponding settings, the observed performan
e of the BHalgorithm employing two simple, general-purpose move 
lasses is already very good, and for thesmall systems studied essentially limited by frequent revisits to a few dominant isomers.(submitted to: Phys. Rev. B)Conta
t person: Ralf Gehrke (gehrke�fhi-berlin.mpg.de)
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Nature of Ar bonding to small Co+
n 
lusters and its e�e
ton the stru
ture determination by far-infrared absorptionspe
tros
opyRalf Gehrke, Philipp Gruene, André Fieli
ke, Gerard Meijer, and Karsten ReuterFritz-Haber-Institut der Max-Plan
k-Gesells
haft,Faradayweg 4�6, D-14195 Berlin, GermanyAbstra
tFar-infrared vibrational spe
tros
opy by multiple photon disso
iation has proven to be a veryuseful te
hnique for the stru
tural �ngerprinting of small metal 
lusters. Contrary to previousstudies on 
ationi
 V, Nb and Ta 
lusters, measured vibrational spe
tra of small 
ationi
 
obalt
lusters show a strong dependen
e on the number of adsorbed Ar probe atoms, whi
h in
reaseswith de
reasing 
luster size. Fo
using on the series Co+

4 to Co+
8 we therefore use density-fun
tional theory to analyze the nature of the Ar-Co+

n bond and its role for the vibrational spe
tra.In a �rst step, energeti
ally low-lying isomer stru
tures are identi�ed through �rst-prin
iples basin-hopping sampling runs and their vibrational spe
tra 
omputed for a varying number of adsorbedAr atoms. A 
omparison of these �ngerprints with the experimental data enables in some 
asesa unique assignment of the 
luster stru
ture. Independent of the spe
i�
 low-lying isomer, weobtain a pronoun
ed in
rease of the Ar binding energy for the smallest 
luster sizes, whi
h
orrelates ni
ely with the observed in
reased in�uen
e of the Ar probe atoms on the IR spe
tra.Further analysis of the ele
troni
 stru
ture motivates a simple ele
trostati
 pi
ture that not onlyexplains this binding energy trend, but also rationalizes the stronger in�uen
e of the rare-gasatom 
ompared to the pre
eding studies by the small atomi
 radius of Co.(submitted to: J. Chem. Phys.)Conta
t person: Ralf Gehrke (gehrke�fhi-berlin.mpg.de)
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First prin
iples elaboration of low band gap ladder-type polymersSimon Pesant, Guillaume Dumont, Sébastien Langevin and Mi
hel C�téDépartement de physique et Regroupement Québé
ois sur les Matériaux de Pointe (RQMP),Université de Montréal, Case Postale 6128, Su

ursale Centre-ville,Montréal, Québe
, H3C 3J7 CanadaAbstra
tLadder-type polymers, obtained by small modi�
ations of the atomi
 stru
ture of ladder-typepolythiophene, are studied using density- fun
tional theory 
al
ulations. Within the lo
al-density(LDA) and GW approximations it is found that upon a simple substitution of the sulfur atomsby nitrogen and boron atoms, the band stru
ture of the resulting polymer exhibits bands overlapbetween the o

upied and the uno

upied states. However, the three-parameter Be
ke hybridfun
tional (B3LYP) predi
ts these polymers to be small band gap semi
ondu
tors. Finally, resultsof time-dependent density-fun
tional theory (TDDFT) are reported on in
reasing length oligomersindi
ating that the polymers would have very low ex
itation energies.(A

epted to Journal of Chemi
al Physi
s )Conta
t person: Mi
hel C�té (Mi
hel.Cote�umontreal.
a)
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Ex
hange 
oupling in transition metal monoxidesGuntram Fis
her1, Markus Däne2,3, Arthur Ernst2, Patri
k Bruno2,4, Martin Lüders5,Zdzislawa Szotek5, Walter Temmerman5, Wolfram Hergert1
1 Institute of Physi
s, Martin Luther University Halle-Wittenberg, Halle, Germany

2 Max Plan
k Institute of Mi
rostru
ture Physi
s, Halle, Germany
3 ORNL, Oak Ridge, TN, USA

4 European Syn
hrotron Radiation Fa
ility, Grenoble, Fran
e
5 Daresbury Laboratory, Daresbury, Warrington, UKAbstra
tAn ab initio study of magneti
 ex
hange intera
tions in antiferromagneti
 and strongly 
or-related 3d transition metal monoxides is presented. Their ele
troni
 stru
ture is 
al
ulated usingthe lo
al self-intera
tion 
orre
tion approa
h, implemented within the Korringa-Kohn-Rostokerband stru
ture method, whi
h is based on multiple s
attering theory. The Heisenberg ex
hange
onstants are evaluated with the magneti
 for
e theorem. Based on these the 
orresponding Néeltemperatures TN and spin wave dispersions are 
al
ulated. The Néel temperatures are obtainedusing mean �eld approximation, random phase approximation and Monte Carlo simulations. Thepressure dependen
e of TN is investigated using ex
hange 
onstants 
al
ulated for di�erent latti
e
onstants. All the 
al
ulated results are 
ompared to experimental data.(Submitted to Physi
al Review B )Conta
t person: guntram.�s
her�physik.uni-halle.de
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8 Presenting Other Initiatives: Atomistix ToolKit (ATK)This is just to inform all who know about or are interested in Atomistix ToolKit that sin
e De
ember2008 it is being developed and distributed by a new 
ompany 
alled QuantumWise.For more information seehttp://quantumwise.
om/
omponent/
ontent/arti
le/6-announ
ement-from-the-
eo.At Atomistix we 
ould 
learly see how appre
iated the Psi-k network was, and we got a lot of referralsfrom the link list the Psi-k provides. We would naturally like that people also in the future 
ould �ndtheir way to us and the latest versions of ATK via the Psi-k network.The new link for "Atomistix ToolKit" is its new home page:http://www.quantumwise.
om.Anders Blom, Ph.D.Sales, Marketing and Support ManagerQuantumWise A/SGyvelvej 20, 2680 Solrød Strand, DenmarkAnders.Blom�quantumwise.
om
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9 SCIENTIFIC HIGHLIGHT OF THE MONTH
Using Chebyshev-Filtered Subspa
e Iteration Methods to Solve theKohn-Sham ProblemJames R. Chelikowsky1 and Yousef Saad2

1 Center for Computational Materials, Institute for Computational Engineering and S
ien
esDepartments of Physi
s and Chemi
al EngineeringUniversity of Texas, Austin, TX 78712, USA
1Department of Computer S
ien
e and EngineeringUniversity of Minnesota, Minneapolis, MN 55455, USAAbstra
tThe ground state ele
troni
 properties of a material 
an be obtained using density fun
-tional theory as embodied by the Kohn-Sham equation. Typi
ally, one employs eigensolver-basedapproa
hes to solve this equation. These approa
hes 
an be 
omputationally demanding andhave largely limited the appli
ability of the Kohn-Sham framework to systems of no more thana few hundred atoms. Here we dis
uss a di�erent approa
h based on a nonlinear Chebyshev-�ltered subspa
e iteration, whi
h avoids 
omputing expli
it eigenve
tors ex
ept to initiate thepro
ess. Our method 
enters on solving the original nonlinear Kohn-Sham equation by a non-linear form of the subspa
e iteration te
hnique, without emphasizing the intermediate linearizedKohn-Sham eigenvalue problems. The method a
hieves self-
onsisten
y within a similar numberof self-
onsistent �eld iterations as eigensolver-based approa
hes. However, repla
ing the stan-dard diagonalization at ea
h self-
onsistent iteration by a Chebyshev subspa
e �ltering stepresults in a signi�
ant speedup over methods based on standard dagonalization, often by morethan an order of magnitude. Algorithmi
 details of a parallel implementation of this methodare dis
ussed. Numeri
al results are presented to show that the method enables one to performa 
lass of highly 
hallenging appli
ations that heretofore were not feasible.1 Introdu
tionEle
troni
 stru
ture 
al
ulations based on �rst prin
iples use often employ a very su

essful 
ombi-nation of density fun
tional theory (DFT) [1, 2℄ and pseudopotential theory [3�6℄. DFT redu
esthe original multi-ele
tron S
hrödinger equation into an e�e
tive one-ele
tron Kohn-Sham equation,where the non-
lassi
al ele
troni
 intera
tions are repla
ed by a fun
tional of the 
harge density. Pseu-dopotential theory further simpli�es the problem by repla
ing the �all ele
tron� atomi
 potential with43



an e�e
tive �pseudopotential� that is smoother, but takes into a

ount the e�e
t of 
ore ele
trons.Combining pseudopotential with DFT greatly redu
es the number of one-ele
tron wave-fun
tions tobe 
omputed, but more importantly the energy and length s
ales are set solely by the valen
e states.As su
h, spe
ies su
h as a 
arbon and lead 
an be treated on equal footing. However, even withthese simpli�
ations, solving the Kohn-Sham equation remains 
omputationally 
hallenging when thesystems of interest 
ontain a large number, e.g., more than a few hundred, atoms.Several approa
hes have been advo
ated for solving the Kohn-Sham equations. They 
an be 
lassi�edin two major groups: basis-free or basis-dependent approa
hes, a

ording to whether they use anexpli
it basis set for ele
troni
 orbitals or not. Among the basis-dependent approa
hes, plane wavemethods are frequently used in appli
ations of DFT to periodi
 systems where plane waves 
aneasily a

ommodate the boundary 
onditions [7,8℄. In 
ontrast, lo
alized basis sets su
h as Gaussianorbitals are very popular in quantum-
hemistry appli
ations [6, 9℄. Spe
ial basis sets have also beendesigned for all-ele
tron DFT 
al
ulations, whi
h do not make use of pseudopotentials. These basissets in
lude: linearized augmented plane waves, mu�n-tin orbitals, proje
tor-augmented waves. Asurvey of advantages and disadvantages of these expli
it-basis methods 
an be found in [6, 10℄.Here we will fo
us on a di�erent approa
h based on real spa
e methods, whi
h are �basis free.� Realspa
e methods have gained ground in re
ent years [11�14℄ owing in great part to their simpli
ity andease of implementation. In parti
ular, these methods are readily implemented in parallel environments.A se
ond advantage is that, in 
ontrast with a plane wave approa
h, real spa
e methods do notimpose arti�
ial periodi
ity in non-periodi
 systems. In 
ontrast, plane wave basis te
hniques 
an beapplied to 
lusters (or mole
ules) by pla
ing the system of interest in a large super
ell. Provided thesuper
ell is su�
iently large so that the 
luster of interest is removed from neighboring repli
ants, theele
troni
 stru
ture solution will 
orrespond to that of the isolated 
luster. However, the potentialsfrom neighboring 
ells 
an be an issue. This makes super
ell solutions 
onverge slowly with the size ofthe 
ell [15℄. A related, and perhaps more signi�
ant issue, is that super
ells 
ompli
ate the handlingof systems that are not ele
troni
ally neutral. Charged systems 
an be handled within plane wavemethods by in
luding a 
ompensating uniform 
harge [15℄. Real spa
e methods need not addresssu
h 
ompli
ations. A third advantage is that the appli
ation of the Hamiltonian to ele
tron wave-fun
tions is performed dire
tly in real-spa
e. Although the Hamiltonian matrix in real spa
e methodsis typi
ally mu
h larger than with plane waves, the Hamiltonians are highly sparse and never stored or
omputed expli
itly. Only matrix-ve
tor produ
ts that represent the appli
ation of the Hamiltonianson wave-fun
tions need to be 
omputed.As in plane wave methods, the 
hief impediment to solving the Kohn-Sham problem is �diagonalizing�the Hamiltonian and obtaining a self-
onsistent �eld (SCF) solution. We present examples of are
ently developed nonlinear Chebyshev-�ltered subspa
e iteration (CheFSI) method, implemented inour own DFT solution pa
kage 
alled PARSEC (Pseudopotential Algorithm for Real-Spa
e Ele
troni
Cal
ulations) [11, 12℄. Although des
ribed in the framework of real-spa
e DFT, CheFSI 
an beemployed to other SCF iterations. The subspa
e �ltering method takes advantage of the fa
t thatintermediate SCF iterations do not require a

urate eigenvalues and eigenve
tors of the Kohn-Shamequation. 44



The �standard� SCF iteration framework is used in CheFSI, and a self-
onsistent solution is obtainedas with previous work, whi
h means that CheFSI has the same a

ura
y as other standard DFTapproa
hes. Unlike, some so-
alled �order-N� methods [16,17℄ CheFSI is equally appli
able to metalsand insulators. One 
an view CheFSI as a te
hnique to ta
kle dire
tly the original nonlinear Kohn-Shameigenvalue problems by a form of nonlinear subspa
e iteration, without emphasizing the intermediatelinearized Kohn-Sham eigenvalue problems. In fa
t, within CheFSI, expli
it eigenve
tors are 
omputedonly at the �rst SCF iteration, in order to provide a suitable initial subspa
e. After the �rst SCF step,the expli
it 
omputation of eigenve
tors at ea
h SCF iteration is repla
ed by a single subspa
e �lteringstep. The method rea
hes self-
onsisten
y within a number of SCF iterations that is 
lose to thatof eigenve
tor-based approa
hes. However, sin
e eigenve
tors are not expli
itly 
omputed after the�rst step, a signi�
ant gain in exe
ution time results when 
ompared with methods based on expli
itdiagonalization.When 
ompared with 
al
ulations based on e�
ient eigenvalue pa
kages su
h as ARPACK [18℄ andTRLan [19, 20℄ an order of magnitude speed-up is usually observed.CheFSI enabled us to perform a 
lass of highly 
hallenging DFT 
al
ulations, in
luding 
lusters withover ten thousand atoms, whi
h were not feasible before without invoking additional approximationsin the Kohn-Sham problem [21�24℄.2 Eigenvalue problems in density fun
tional 
al
ulationsThe Kohn-Sham equation as de�ned in density fun
tional theory is given by
[

−
~

2

2m
∇2 + Vtotal(ρ(r), r)

]

Ψi(r) = EiΨi(r), (1)where Ψi(r) is a wave fun
tion, Ei is a Kohn-Sham eigenvalue, ~ is the Plan
k 
onstant, and m isthe ele
tron mass. (We will often use atomi
 units: ~ = m = e = 1 in the following dis
ussion.)The total potential Vtotal, is the sum of three terms,
Vtotal(ρ(r), r) = Vion(r) + VH(ρ(r), r) + Vxc(ρ(r), r), (2)where Vion is the ioni
 potential, VH is the Hartree potential, and Vxc is the ex
hange-
orrelationpotential. The Hartree and ex
hange-
orrelation potentials depend on the 
harge density ρ(r), whi
his de�ned as

ρ(r) = 2

nocc
∑

i=1

|Ψi(r)|
2. (3)Here nocc is the number of o

upied states, whi
h is equal to half the number of valen
e ele
trons inthe system. The fa
tor of two 
omes from spin multipli
ity, if the system is non-magneti
. Eq. (3)
an be easily generalized to situations where the highest o

upied states have fra
tional o

upan
yor when there is an imbalan
e in the number of ele
trons for ea
h spin 
omponent.The most 
omputationally expensive step of DFT is in solving the Kohn-Sham Eq. (1). Sin
e Vtotaldepends on the 
harge density ρ(r), whi
h in turn depends on the wave fun
tions Ψi, Eq. (1), 
an45



be viewed as a nonlinear eigenvalue problem. The SCF iteration is a general te
hnique used to solvethis nonlinear eigenvalue problem. The iteration pro
ess begins with an initial guess of the 
hargedensity usually 
onstru
ted from a superposition of free atomi
 
harge densities, then obtains theinitial Vtotal and solves Eq. (1) for Ψi(r)'s to update ρ(r) and Vtotal. Then the Kohn-Sham (Eq. ( 1))is solved again for the new Ψi(r)'s and the pro
ess is iterated until Vtotal (and also the wave fun
tions)be
omes stationary. The standard SCF pro
ess is des
ribed in Algorithm 2.1 and illustrated in Fig. 1Algorithm 2.1 Self-
onsistent-�eld iteration:1. Provide initial guess for ρ(r), get Vtotal(ρ(r), r).2. Solve for Ψi(r), i = 1, 2, ..., from
[

−
1

2
∇2 + Vtotal(ρ(r), r)

]

Ψi(r) = EiΨi(r). (4)3. Compute the new 
harge density ρ(r) = 2
∑nocc

i=1
|Ψi(r)|

2.4. Obtain new Hartree potential VH by solving: ∇2VH(r) = −4πρ(r).5. Update Vxc; get new Ṽtotal(ρ, r) = Vion(r) + VH(ρ, r) + Vxc(ρ, r) with a potential-mixingstep.6. If ‖Ṽtotal − Vtotal‖ < tol, stop; Else, Vtotal ← Ṽtotal, goto step 2.The number of eigenve
tors needed in Step 2 of Algorithm 2.1 is just the number of o

upied states.In pra
ti
e, a few more eigenve
tors are usually 
omputed. For 
omplex systems, i.e., when thenumber of valen
e ele
trons is large, ea
h of the linearized eigenvalue problems 
an be 
omputationallydemanding. This is 
ompounded by the fa
t that Hamiltonian matri
es 
an be of very large size.
Assume initial density:  !

Solve:  !2
V
H
= "4#e$

Form:  V
T
= V

ion

p
+V

H
+V

xc

 

Solve:  
!!2"2

2m
V
ion

p
+V

H
+V

xc

#

$
%

&

'
()n

= E
n
)

n

Form:  !=e "n

n, occup

#
2Figure 1: Flow diagram for obtaining a self-
onsistent solution of the Kohn-Sham equation.For this reason, one hopes to lessen the burden of solving Eq. 4 in the SCF iteration. There are several46



options here. One 
ould use some physi
al arguments to redu
e the matrix size or zero some existingelements. Or, one 
ould attempt to avoid diagonalization altogether, as is done in work representedby linear-s
aling or order-N methods (see e.g. [16,17℄). This approa
h, however, has other limitations.In parti
ular, the approximations involved rely heavily on some de
ay properties of the density matrixin 
ertiain fun
tion bases. In parti
ular, they 
an be di�
ult to implement in real-spa
e dis
retizationsor for systems where the de
ay properties are not optimal, e.g., in metals. Another option is to usebetter (faster) diagonalization routines. However, this approa
h is limited as most diagonalizationsoftware is quite mature.Our approa
h avoids standard diagonalizations, but otherwise makes no new approximations to theHamiltonian. We take advantage of the fa
t that a

urate eigenve
tors are unne
essary at ea
h SCFiteration, sin
e Hamiltonians are only approximate in the intermediate SCF steps, and exploit thenonlinear nature of the problem. The main point of the new algorithm is that on
e we have a goodstarting point for the Hamiltonian, it su�
es to �lter ea
h basis ve
tor at ea
h iteration. In theintermediate SCF steps, these ve
tors are no longer eigenve
tors but together they represent a goodbasis of the desired invariant subspa
e.3 Numeri
al methods for parallel platformsThe motivation and original ideas behind our real spa
e method (PARSEC) go ba
k to the early1990s, see [11, 12℄. Within PARSEC, an uniform Cartesian grid in real-spa
e is pla
ed on the regionof interest, and the Kohn-Sham equation is dis
retized by a high order �nite-di�eren
e method [25℄on this grid. Wave fun
tions are expressed as values on grid positions. Outside a spe
i�ed sphereboundary that en
loses the physi
al system, wave fun
tions are set to zero for non-periodi
 systems.In addition to the advantages mentioned in the introdu
tion, another advantage of the real-spa
eapproa
h is that periodi
 boundary 
onditions are also reasonably simple to implement [26℄.The latest version of PARSEC is written in Fortran 90/95. PARSEC has now evolved into a mature,massively parallel pa
kage, whi
h in
ludes most of the fun
tionality of 
omparable DFT 
odes [27℄.The reader is referred to [28, 29℄ for details and the rationale of the parallel implementation. ThePARSEC software 
an be obtained fromhttp://parse
.i
es.utexas.edu/The following is a brief summary of the most important points. PARSEC allows for either parallel orsequential ex
e
utions. When run in the parallel mode, PARSEC uses the standard Message PassingInterfa
e (MPI) library for 
ommuni
ation. Parallelization is a
hieved by partitioning the physi
aldomain whi
h 
an have various shapes depending on boundary 
onditions and symmetry operations.Fig. 2 illustrates four 
ube-shaped neighboring sub-domains. For a generi
, 
on�ned system withoutsymmetry, the physi
al domain is a sphere whi
h 
ontains all atoms plus some additional spa
e (owingto delo
alization of ele
tron 
harge).In re
ent years, PARSEC has been enhan
ed to take advantage of physi
al symmetry. If the systemis invariant upon 
ertain symmetry operations, the physi
al domain is repla
ed with an irredu
iblewedge 
onstru
ted a

ording to those operations. For example, if the system has mirror symmetry47



Figure 2: Sample de
omposition of a physi
al domain used in the PARSEC pa
kage.on the xy plane, the irredu
ible wedge 
overs only one hemisphere, either above or below the mirrorplane. For periodi
 systems, the physi
al domain is the periodi
 
ell, or an irredu
ible wedge of it ifsymmetry operations are present. In any 
ir
umstan
e, the physi
al domain is partitioned in 
ompa
tregions, ea
h assigned to one pro
essor only. Good load balan
e is ensured by enfor
ing that the
ompa
t regions have approximately the same number of grid points.On
e the physi
al domain is partitioned, the physi
al problem is mapped onto the pro
essors in adata-parallel way: ea
h pro
essor is in 
harge of a blo
k of rows of the Hamiltonian 
orrespondingto the blo
k of grid points assigned to it. The eigenve
tor and potential ve
tor arrays are row-wisedistributed in the same fashion. The program only requires an index fun
tion indx(i, j, k) whi
hreturns the number of the pro
essor in whi
h the grid point (i, j, k) resides.Be
ause the Hamiltonian matrix is never stored, we need an expli
it reordering s
heme whi
h renum-bers rows 
onse
utively from one pro
essor to the next one. For this purpose we use a list of pointersthat gives for ea
h pro
essor, the row with whi
h it starts.Sin
e �nite di�eren
e dis
retizetion is used, when performing an operation su
h as a matrix-ve
torprodu
t, 
ommuni
ation will be required between nearest neighbor pro
essors. For 
ommuni
ation weuse two index arrays, one to 
ount how many and whi
h rows are needed from neighbors, the otherto 
ount the number of lo
al rows needed by neighbors. With this de
omposition and mapping, thedata required by the program is 
ompletely distributed. In other words, the 
ode runs in the so-
alled�Single Program Multiple Data� approa
h. For large problems it is quite important to be able todistribute memory loads among pro
essors on high performan
e 
omputers. For example, 
ertainlarge jobs 
an simply not be run on a small number of pro
essors on good-size distributed memoryma
hines.Parallelizing subspa
e methods for the linearized eigenvalue problems (represented as Eq. 4) be
omesquite straightforward with the above mentioned de
omposition and mapping. Note that the subspa
ebasis ve
tors 
ontain approximations to eigenve
tors, therefore the rows of the basis ve
tors aredistributed in the same way as the rows of the Hamiltonian. In this way, all ve
tor updates (e.g.,linear 
ombinations of ve
tors), 
an be exe
uted lo
ally (i.e., without 
ommuni
ation). Matrix-ve
tor produ
ts, and matrix-matrix produ
ts, 
an be easily exe
uted in parallel but may require some
ommuni
ation with a few neighbors. Redu
tion operations, e.g., 
omputing inner produ
ts andmaking the result available in ea
h pro
essor, are e�
iently handled by the MPI redu
tion fun
tion48



MPI_ALLREDUCE().4 The nonlinear Chebyshev-�ltered subspa
e iterationSin
e the Hamiltonians of the intermediate SCF steps are approximate, there is no need to 
omputeeigenve
tors of the intermediate Hamiltonians to a high a

ura
y. Moreover, as observed in Refs. [13,17, 22, 30�32℄, the (dis
retized) 
harge density is the diagonal of the �fun
tional� 
harge densitymatrix de�ned as P = ΦΦT , where the 
olumns of the matrix Φ are dis
retized wave fun
tions
orresponding to o

upied states. Noti
e that for any orthonormal matrix Q of a suitable dimension,
P = (ΦQ)(ΦQ)T . Therefore, expli
it eigenve
tors are not needed to 
al
ulate the 
harge density.Any orthonormal basis of the eigensubspa
e 
orresponding to o

upied states 
an give the desiredintermediate 
harge density.The proposed method 
ombines the outer SCF iteration and the inner iteration required for diagonal-ization at ea
h SCF step into one nonlinear subspa
e iteration. In this approa
h an initial subspa
eis progressively re�ned by a low degree Chebyshev polynomials �ltering. This means that ea
h basisve
tor ui is pro
essed as follows:

ui,new := pm(H)uiwhere pm is some shifted and s
aled Chebyshev poynomial whose goal is to enhan
e eigen
omponentsof ui asso
iated with the o

upied states. Throughout the arti
le the integer m denotes the degreeof the polynomial pm whi
h is used for �ltering.If it were not for the nonlinear nature of the SCF loop, i.e., if H were a �xed operator, this approa
hwould be equivalent to the well-known Chebyshev a

elerated subspa
e iteration proposed by Bauer[33℄, and later re�ned by Rutishauser [34, 35℄4.Chebyshev polynomial �ltering has long been utilized in ele
troni
 stru
ture 
al
ulations (see e.g.[30, 36�40℄), fo
ussing primarily on approximating the Fermi-Dira
 operator.Chebyshev polynomials of rather high degree were ne
essary and additional te
hniques were requiredto suppress the Gibbs phenomena. In 
ontrast, the polynomials used in our approa
h are of relativelylow degree (say < 20). They exploit the fast growth property of Chebyshev polynomials outside theinterval [−1, 1] to �lter out undesired eigen
omponents.The main idea of CheFSI is to start with a good initial subspa
e V 
orresponding to o

upied states ofthe initial Hamiltonian, this initial V is usually obtained by a diagonalization step. No diagonalizationsare ne
essary after the �rst SCF step. Instead, the subspa
e from the previous iteration is �ltered bya degree-m polynomial, pm(t), 
onstru
ted for the 
urrent Hamiltonian H. The polynomial di�ersat ea
h SCF step sin
e H 
hanges. Note that the goal of the �lter is to make the subspa
e spannedby pm(H)V approximate the eigensubspa
e 
orresponding to the o

upied states of the �nal H.At the intermediate SCF steps, the basis need not be an a

urate eigenbasis sin
e the intermediate4Rutishauser published an Algol routine 
alled ritzit in the volume: �Handbook for automati
 
omputations:linear algebra�, see [35℄. This volume was largely at the origin of the EISPACK pa
kage (whi
h later be
ame apart of LAPACK), but Rutishauser's ritzit Algol routine was not translated into EISPACK.49



Hamiltonians are not exa
t. The �ltering is designed so that the resulting sequen
e of subspa
es willprogressively approximate the desired eigensubspa
e of the �nal Hamiltonian when self-
onsisten
yis rea
hed. At ea
h SCF step, only two parameters are required to 
onstru
t an e�
ient Chebyshev�lter, namely, a lower bound and an upper bound of the higher portion of the spe
trum of the 
urrentHamiltonian H in whi
h we want pm(t) to be small. These bounds 
an be obtained with littleadditional 
ost, as will be seen in Se
tion 4.2.After self-
onsisten
y is rea
hed, the Chebyshev �ltered subspa
e in
ludes the eigensubspa
e 
or-responding to o

upied states. Expli
it eigenve
tors 
an be readily obtained by a Rayleigh-Ritzre�nement [41℄ (also 
alled subspa
e rotation) step.4.1 Chebyshev-�ltered subspa
e iterationThe main stru
ture of CheFSI, whi
h is given in Algorithm 4.1, is quite similar to that of the standardSCF iteration (Algorithm 2.1). One major di�eren
e is that the inner iteration for diagonalization atStep 2 is now performed only at the �rst SCF step. Thereafter, diagonalization is repla
ed by a singleChebyshev subspa
e �ltering step, performed by 
alling Algorithm 4.2.Although the 
harge density (Eq. (3)) requires only the lowest nocc states, the number of 
omputedstates, whi
h is the integer s in Algorithm 4.1, is typi
ally set to a value larger than nocc, in order toavoid missing any o

upied states. In pra
ti
e we �x an integer nstate whi
h is slightly larger than
nocc, and set s = nstate + nadd with nadd ≤ 10.The parallel implementations of Algorithms 4.1 and 4.2 are quite straightforward with the parallelparadigm dis
ussed in Se
tion 3. We only mention that the matrix-ve
tor produ
ts related to �l-tering, 
omputing upper bounds, and Rayleigh-Ritz re�nement, 
an easily exe
ute in parallel. There-orthogonalization at Step 4 of Algorithm 4.2 uses a parallel version of the iterated Gram-S
hmidtDGKS method [42℄, whi
h s
ales better than the standard modi�ed Gram-S
hmidt algorithm. Thispro
ess is illustrated in Fig. 3.The estimated 
omplexity of the algorithm is similar to that of the sequential CheFSI method in [22℄.For parallel 
omputation it su�
es to estimate the 
omplexity on a single pro
essor. Assume that ppro
essors are used, i.e., ea
h pro
essor shares N/p rows of the full Hamiltonian. The estimated 
ostof Algorithm 4.2 on ea
h pro
essor with respe
t to the dimension of the Hamiltonian denoted by N ,and the number of 
omputed states s, is as follows:� The Chebyshev �ltering in Step 3 
osts O(s∗N/p) �ops. The dis
retized Hamiltonian is sparseand ea
h matrix-ve
tor produ
t on one pro
essor 
osts O(N/p) �ops. Step 3 requires m ∗ smatrix-ve
tor produ
ts, at a total 
ost of O(s∗m∗N/p) where the degree m of the polynomialis small (typi
ally between 8 and 20).� The ortho-normalization in Step 4 
osts O(s2∗N/p) �ops. There are additional 
ommuni
ation
osts be
ause of the global redu
tions.� The eigen-de
omposition at Step 5 
osts O(s3) �ops.� The �nal basis re�nement step (Φ := ΦQ) 
osts O(s2 ∗N/p).50



If a standard iterative diagonalization method is used to solve the linearized eigenproblem (Eq. 4)at ea
h SCF step, then it also requires (i) the orthonormalization of a (typi
ally larger) basis; (ii)the eigen-de
omposition of the proje
ted Rayleigh-quotient matrix; and (iii) the basis re�nement(rotation). These operations need to be performed several times within this single diagonalization.But Algorithm 4.2 performs ea
h of these operations only on
e per SCF step. Therefore, althoughAlgorithm 4.2 s
ales in a similar way to standard diagonalization-based methods, the s
aling 
onstantis mu
h smaller. For large problems, CheFS 
an a
hieve a tenfold or more speedup per SCF step,over using the well-know e�
ient eigenvalue pa
kages su
h as ARPACK [18℄ and TRLan [19, 20℄.S e l e c t i n i t i a l P o t e n t i a l ( e . g . , s u p e r p o s e a t o m i cc h a r g e d e n s i t i e s )G e t i n i t i a l b a s i s : { ψ n } f r o m d i a g o n a l i z a t i o nF i n d t h e c h a r g e d e n s i t y f r o m t h e b a s i s :ρ = ψ nn , o c c u p∑ 2S o l v e f o r V H a n d a n d c o m p u t e V x c :∇ 2 V H = − 4 π ρ V x c = V x c [ ρ ]C o n s t r u c t H a m i l t o n i a n :H = − 12 ∇ 2 + V i o nP + V H + V x cA p p l y C h e b y s h e v fi l t e r t o t h e b a s i s :ψ n{ } = m ( ) ψ n{ }Figure 3: Flow diagram for obtaining a self-
onsistent solution of the Kohn-Sham equation usingdamped Chebyshev subspa
e �ltering.In summary, a standard SCF method has an outer SCF loop�the usual nonlinear SCF loop, andan inner diagonalization loop, whi
h iterates until eigenve
tors are within spe
i�ed a

ura
y. Algo-rithm 4.1 essentially bypasses the se
ond loop, or rather it merges it into a single outer loop, whi
h
an be 
onsidered as a nonlinear subspa
e iteration algorithm. The inner diagonalization loop isrepla
ed by a single Chebyshev subspa
e �ltering step.4.2 Chebyshev �lters and estimation of boundsChebyshev polynomials of the �rst kind are de�ned, for k = 0, 1, · · · , by (see e.g., [41, p.371℄,or [43, p.142℄):
Ck(t) =







cos(k cos−1(t)), −1 ≤ t ≤ 1,

cosh(k cosh−1(t)), |t| > 1.51



Algorithm 4.1 CheFSI for SCF 
al
ulation:1. Start from an initial guess of ρ(r), get Vtotal(ρ(r), r).2. Solve [

−1

2
∇2 + Vtotal(ρ(r), r)

]

Ψi(r) = EiΨi(r) for Ψi(r), i = 1, 2, ..., s.3. Compute new 
harge density ρ(r) = 2
∑nocc

i=1
|Ψi(r)|

2.4. Solve for new Hartree potential VH from ∇2VH(r) = −4πρ(r).5. Update Vxc; get new Ṽtotal(ρ, r) = Vion(r) + VH(ρ, r) + Vxc(ρ, r) with a potential-mixingstep.6. If ‖Ṽtotal − Vtotal‖ < tol, stop; Else, Vtotal ← Ṽtotal (update H impli
itly),
all the Chebyshev-�ltered subspa
e method (Algorithm 4.2) to get s approximate wave fun
-tions; goto step 3.
Algorithm 4.2 Chebyshev-�ltered Subspa
e (CheFS) method:1. Get the lower bounds blow and γ from previous Ritz values (use the largest one and thesmallest one, respe
tively).2. Compute the upper bound bup of the spe
trum of the 
urrent dis
retizedHamiltonian H (
all Algorithm 4.4 in Se
tion 4.2).3. Perform Chebyshev �ltering (
all Algorithm 4.3 in Se
tion 4.2) on the previous basis Φ,where Φ 
ontains the dis
retized wave fun
tions of Ψi(r), i = 1, ..., s:

Φ = Chebyshev_filter(Φ, m, blow, bup, γ).4. Ortho-normalize the basis Φ by iterated Gram-S
hmidt.5. Perform the Rayleigh-Ritz step:(a) Compute Ĥ = ΦTHΦ;(b) Compute the eigende
omposition of Ĥ: ĤQ = QD,where D 
ontains non-in
reasingly ordered eigenvalues of Ĥ, and Q 
ontains the 
or-responding eigenve
tors;(
) 'Rotate' the basis as Φ := ΦQ; return Φ and D.
52
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Figure 4: Degree 8 Chebyshev polynomial on the interval [-1, 1℄ s
aled to one at γ = −0.2.The shaded area 
orresponds to eigen-
omponents that will be ampli�ed relative to the othereigen
omponents, those 
orresponding to the interval [−1, 1], whi
h will be dampened.Note that C0(t) = 1, C1(t) = t. The following important 3-term re
urren
e is easy to derive fromproperties of the 
osine fun
tion,
Ck+1(t) = 2t Ck(t)− Ck−1(t), t ∈ R. (5)By �ltering we mean a pro
ess applied to a ve
tor that has the e�e
t of magni�ant desired eigen-
omponents of this ve
tor relative to other, undesirable, 
omponents. If the pro
ess is repeatedinde�nitely, the resulting ve
tor will have zero 
omponents in the undesirable part of the spe
trum.In our 
ontext, we need to �lter out all 
omponents asso
iated with the non-o

upied states, or,equivalently to enhan
e the 
omponents asso
iated with o

upied states, relative to other 
omponents.Filtering 
an be readily a
hieved by exploiting well-known properties of Chebyshev polynomials. It isknown that among all polynomials of degree k, whi
h have value one at a 
ertain point |γ| > 1, thepolynomial Ck(t)/Ck(γ) is the one whose maximum absolute value in the interval [−1, 1] is minimal.Thus, Ck(t)/Ck(γ) 
an be viewed as an optimal polynomial if one wishes to dampen values of thepolynomial in [−1, 1] among all polynomials p of degree k, s
aled so that p(γ) = 1. The 8th degreeChebyshev polynomial s
aled at γ = −0.2 is shown in Figure 4.Assume that the full spe
trum of H (denoted by Λ(H)) is 
ontained in [γ, b]. Then, in orderto approximate the eigensubspa
e asso
iated with the lower end of the spe
trum, say [γ, a] with

γ < a < b, it is ne
essary to map [a, b] into [−1, 1] before applying the Chebyshev polynomnial. This
an be easily realized by an a�ne mapping de�ned as
L(t) :=

t− c

e
; c =

a + b

2
, e =

b− a

2where c denotes the 
enter and e the half-width of the interval [a, b]. The Chebyshev iteration utilizingthe three-term re
urren
e (5) to dampen values on the interval [a, b] is listed in Algorithm 4.3, see53



also [22℄. The algorithm 
omputes
Y = pm(H)X where pm(t) = Cm [L(t)] . (6)This yields the iteration

Xj+1 =
2

e
(H − cI)Xj −Xj−1, j = 1, 2, ...,m − 1.with X0 given and X1 = (H − cI)X0.The above iteration is without any s
aling. In the 
ase of the interval [−1, 1] we s
aled the polynomialby Ck(γ) in order to ensure that the value of the polynomial at γ equals one. For general intervals,this leads to the s
aled sequen
e of polynomials [43℄

X̃j =
Cj [

2

e
(H − cI)]

Cj [
2

e
(γ − cI)]

X0.Thus, the s
aling fa
tor is ρj = Cj[
2

e
(γ − cI)]. Clearly this requires an estimate for γ whi
h, in our
ase, is the smallest eigenvalue of the Hamiltonian. However, sin
e this is used for s
aling, for thepurpose of avoiding over�ow, only a rough value is needed. For the �rst SCF iteration, we 
an usethe smallest Ritz value of T from the same Lan
zos run (Algorithm 4.4 below) as used to obtain theupper bound b for γ. For the latter SCF steps, the smallest Ritz value from the previous SCF step
an be used. Clearly, the ve
tor sequen
e is not 
omputed as shown above be
ause ρj itself 
an belarge and this would defeat the purpose of s
aling. Instead, ea
h X̃j+1 is updated using the s
aledve
tors X̃j and X̃j−1. The 
orresponding algorithm, dis
ussed in [43℄ is shown in Algorithm 4.3 (thetildes and ve
tor subs
ripts are omitted).The eigen-
omponents asso
iated with eigenvalues in [a, b] will be transformed to small values whilethose to the left of [a, b] will be around unity owing to the properties of the Chebyshev polynomials.This is the desired �ltering property when 
omputing an approximation to the eigensubspa
e asso
iatedwith the lower end of Λ(H). As seen in Algorithm 4.3, a desired �lter 
an be easily 
ontrolled byadjusting two endpoints that bound the higher portion of Λ(H).The wanted lower bound 
an be any value whi
h is larger than the Fermi-level but smaller than theupper bound. It 
an also be a value slightly smaller than the Fermi-level; thanks to the monotoni
ityof the shifted and s
aled Chebyshev polynomial on the spe
trum of H, and the fa
t that we 
ompute

s > nocc number of Ritz values, the desired lowered end of the spe
trum will still be magni�edproperly with this 
hoi
e of lower bound.Sin
e the previous SCF iteration performs a Rayleigh-Ritz re�nement step, it provides naturally anapproximation for the lower bound a. Indeed, we 
an simply take the largest Rayleigh-quotient fromthe previous SCF iteration step as an approximation to the lower bound for the 
urrent Hamiltonian.In other words, a is taken to be the largest eigenvalue 
omputed in step 5-(b) of Algorithm 4.2 fromthe previous SCF iteration, with no extra 
omputation.The upper bound for the spe
trum (denoted by b) 
an be estimated by a k-step standard Lan
zosmethod. As pointed out in [23℄, the higher endpoint b must be a bound for the full spe
trum of
H. This is be
ause the Chebyshev polynomial also grows fast to the right of [−1, 1]. So if [a, b]54



Algorithm 4.3 [Y ] = Chebyshev_filter(X,m, a, b, γ).Purpose: Filter 
olumn ve
tors of X by an m degree Chebyshev polynomial in H that dampenson the interval [a, b]. Output the �ltered ve
tors in Y .1. e = (b− a)/2; c = (b + a)/2;2. σ = e/(γ − c); σ1 = σ; γ = 2/σ1.3. Y = σ1

e
(HX − cX);4. For i = 2 : m5. σ2 = 1/(γ − σ);6. Ynew = 2σ2

e
(HY − cY )− σσ2X;7. X = Y ;8. Y = Ynew;9. σ = σ2;10. End Forwith b < λmax(H) is mapped into [−1, 1], then the [b, λmax(H)] portion of the spe
trum will alsobe magni�ed, whi
h will 
ause the pro
edure to fail. Therefore, it is imperative that the bound bbe larger than λmax(H). On the other hand it should not be too large as this would result in slow
onvergen
e. The simplest strategy whi
h 
an be used for this is to use Gers
hgorin's Cir
le Theorem.Bounds obtained this way 
an, however, overestimate λmax(H).An inexpensive way to estimate an upper bound of Λ(H) by the standard Lan
zos [44℄ method isdes
ribed in Algorithm 4.4, to whi
h a safeguard step is added. The largest eigenvalue λ̃ of thetridiagonal matrix T is known to be below the largest eigenvalue λ of the Hamiltonian. If ũ isthe 
orresponding Ritz ve
tor and r = (H − λ̃I)ũ then there is an eigenvalue of H in the interval

[λ̃−‖r‖, λ̃ + ‖r‖] (see e.g. [41℄). Algorithm 4.4 estimates λmax by max(λ̃) + ‖f‖, sin
e it is knownthat ‖r‖ ≤ ‖f‖. This is not theoreti
ally guaranteed to return an upper bound for λmax - but it isgenerally observed to yield an e�e
tive upper bound. The algorithm for estimating b is presented inAlgorithm 4.4 below. Note that the algorithm is easily parallelizable as it relies mostly on matrix-ve
tor produ
ts. In pra
ti
e, we found that k = 4 or 5 is su�
ient to yield an e�e
tive upper boundof Λ(H). Larger k values (e.g., k > 10) are not ne
essary in general.In the end we 
an see that the extra work asso
iated with 
omputing bounds for 
onstru
ting theChebyshev polynomials is negligible. The major 
ost of �ltering is in the three-term re
urren
esin Algorithm 4.3, whi
h involve matrix-ve
tor produ
ts. The polynomial degree m is left as a freeparameter. Our experien
e indi
ates that an m between 8 and 20 is good enough to a
hieve overallfast 
onvergen
e in the SCF loop.
55



Algorithm 4.4 Estimating an upper bound of Λ(H) by k-step Lan
zos:1. Generate a random ve
tor v, set v ← v/‖v2‖;2. Compute f = Hv; α = fTv; f ← f − αv; T (1, 1) = α;3. Do j = 2 to min(k, 10)4. β = ‖f2‖;5. v0 ← v; v ← f/β;6. f = Hv; f ← f − βv0;7. α = fTv; f ← f − αv;8. T (j, j − 1) = β; T (j − 1, j) = β; T (j, j) = α;9. End Do10. Return ‖T2‖+ ‖f2‖ as the upper bound.
5 Diagonalization in the �rst SCF iterationWithin CheFSI, the most expensive SCF step is the �rst one, as it involves a diagonalization in order to
ompute a good subspa
e to initiate the nonlinear SCF loop. This se
tion dis
usses options availablefor this task.In prin
iple, any e�e
tive eigenvalue algorithms 
an be used for the �rst SCF step. PARSEC originallyhad three diagonalization methods: Diagla, whi
h is a pre
onditioned Davidson method [28, 29℄; thesymmetri
 eigensolver in ARPACK [18, 45℄; and the Thi
k-Restart Lan
zos algorithm 
alled TRLan[19,20℄. For systems of moderate sizes, Diagla works well, and then be
omes less 
ompetitive relativeto ARPACK or TRLan for larger systems when a large number of eigenvalues are required. TRLanis about twi
e as fast as the symmetri
 eigensolver in ARPACK, be
ause of its redu
ed need forre-orthogonalization. In [22℄, TRLan was used for the diagonalization at the �rst SCF step.Another option suggested and tested in [32℄ but not implemented in PARSEC, is to resort to theLan
zos algorithm with partial reorthogonalization. Partial reorthogonalization Lan
zos would runthe Lan
zos algorithm without restarting, reorthogonalizing the ve
tors only when needed, see [41℄.This is a very e�e
tive pro
edure, some would even say optimal in some sense, ex
ept that it typi
allyrequires an enormous amount of memory. As illustrated in [32℄ the method 
an be 5 to 7 times fasterthan ARPACK for moderate size problems. It is possible to address the memory problem by resortingto se
ondary storage, though parallel implementations would be tedious.At the other extreme when 
onsidering memory usage, one 
an use the Chebyshev �ltered subspa
eiteration in its linear implementation. This means that we will now add an outer loop to the pro-
edure des
ribed by Algorithm 4.2 and test 
onvergen
e for the same Hamiltonian (the initial one)without updating potential from one outer loop to the next. Pra
ti
ally, this is simply as a variant of56



Algorithm 4.1, whereby step 2 is repla
ed by as many �ltering steps of Algorithm 4.2 as are requiredfor the subspa
e to 
onverge. This pro
edure is the most e
onomi
al in terms of memory, so it is re
-ommended if memory is an issue. However, it is well-known that subspa
e iteration methods (linear)are not as e�e
tive as the Lan
zos algorithm, and other Krylov-based methods, see, e.g., [41, Chap.14℄.Even with standard restart methods su
h as ARPACK and TRLan, the memory demand 
an stillremain too high in some 
ases. Hen
e, it is important to develop a diagonalization method that isless memory demanding but whose e�
ien
y is 
omparable to ARPACK and TRLan. The Chebyshev-Davidson method [23, 24℄ was developed with these two goals in mind. Details 
an be found in [23,24℄. The prin
iple of the method is to simply build a subspa
e by a pro
edure based on a form ofBlo
k-Davidson approa
h. The Blo
k-Davidson approa
h builds a subspa
e by adding a 'window' ofpre
onditioned ve
tors. In the Chebyshev-Davidson approa
h, these ve
tors are built by exploitingChebyshev polynomials.The �rst step diagonalization by the blo
k Chebyshev-Davidson method, together with the Chebyshev-�ltered subspa
e method (Algorithm 4.2), enabled us to perform SCF 
al
ulations for a 
lass of largesystems, in
luding the sili
on 
luster Si9041H1860 for whi
h over 19,000 eigenve
tors of a Hamiltonianwith dimension around 3 million were to be 
omputed. These systems are pra
ti
ally infeasible with theother three eigensolvers (ARPACK, TRLan and Diagla) in PARSEC, using the 
urrent super
omputerresour
es available to us at the Minnesota Super
omputing Institute (MSI).Though results obtained with the Chebyshev-Davidson method in the �rst step diagonalization aresatisfa
tory, there is still mu
h work to be done in this area. We do not know for example how a

uratethe subspa
e must be in order to be a good initial guess to ensure 
onvergen
e. It may possible tofurther redu
e exe
ution times by 
hanging the stopping 
riterion needed in the �rst SCF step. It maybe also possible to exploit well-known �global 
onvergen
e� strategies utilized for non-linear iterations(su
h as 
ontinuation, or damping) to avoid 
ompletely the �rst step diagonalization.6 Numeri
al ResultsPARSEC has been applied to study a wide range of material systems (e.g. [12,26,27℄). The fo
us ofthis se
tion is on large systems where relatively few numeri
al results exist be
ause of the infeasibilityof eigenve
tor-based methods. We mention that Ref. [46℄ 
ontains very interesting studies on 
lusters
ontaining up to 1100 sili
on atoms, using the well-known e�
ient plane wave DFT pa
kage VASP[8,47℄; however, it is stated in Ref. [46℄ that a 
luster with 1201 sili
on atoms is �too 
omputationallyintensive.� As a 
omparison, PARSEC using CheFSI, together with the 
urrently developed symmetri
operations of real-spa
e pseudopotential methods [48℄, 
an now routinely solve sili
on 
lusters withseveral thousands of atoms.The hardware used for the 
omputations is the SGI Altix 
luster at MSI, it 
onsists of 256 IntelItanium pro
essors at CPU rates of 1.6 GHz, sharing 512 GB of memory (but a single job is allowedto request at most 250 GB memory).The goal of the 
omputations is not to study the parallel s
alability of PARSEC, but rather to use57



PARSEC to do SCF 
al
ulation for large systems that were not studied before. Therefore, we donot use di�erent pro
essor numbers to solve the same problem. S
alability is studied in [29℄ forthe pre
onditioned Davidson method, we mentioned that the s
alability of CheFSI is better thaneigenve
tor-based methods be
ause of the redu
ed reorthogonalizations.In the reported numeri
al results, the total_eV/atom is the total energy per atom in ele
tron-volts,this value 
an be used to assess a

ura
y of the �nal result; the #SCF is the iteration steps neededto rea
h self-
onsisten
y; and the #MVp 
ounts the number of matrix-ve
tor produ
ts. Clearly #MVpis not the only fa
tor that determines CPU time, the orthogonalization 
ost 
an also be a signi�
ant
omponent.For all of the reported results for CheFSI, the �rst step diagonalization used the Chebyshev-Davidsonmethod. In Tables 4�11, the 1st CPU denotes the CPU time spent on the �rst step diagonalizationby Chebyshev-Davidson; the total CPU 
ounts the total CPU time spent to rea
h self-
onsisten
yby CheFSI. dim. of H nstate #MVp #SCF total_eV/atom 1st CPU total CPU1074080 5843 1400187 14 -86.16790 7.83 hrs. 19.56 hrs.Table 4: Si2713H828, using 16 pro
essors. m = 17 for Chebyshev-Davidson; m = 10 for CheFS.(First step diagonalization by TRLan 
ost 8.65 hours, proje
ting it into a 14-steps SCF iteration
ost around 121.1 hours.)The �rst example (Table 5) is a relatively small sili
on 
luster Si525H276, whi
h is used to 
omparethe performan
e of CheFSI with two eigenve
tor-based methods. All methods use the same symmetryoperations [48℄ in PARSEC.method #MVp #SCF steps total_eV/atom CPU(se
s)CheFSI 189755 11 -77.316873 542.43TRLan 149418 10 -77.316873 2755.49Diagla 493612 10 -77.316873 8751.24Table 5: Si525H276, using 16 pro
essors. The Hamiltonian dimension is 292584, where 1194states need to be 
omputed at ea
h SCF step. The �rst step diagonalization by Chebyshev-Davidson 
ost 79755 #MVp and 221.05 CPU se
onds; so the total #MVp spent on CheFS inCheFSI is 110000. The polynomial degree used is m = 17 for Chebyshev-Davidson and m = 8 forCheFS. The �st step diagonalization by TRLan requires 14909 #MVp and 265.75 CPU se
onds.For larger 
lusters Si2713H828 (Table 4) and Si4001H1012 (Table 6), Diagla be
ame too slow to bepra
ti
al. However, we 
ould still apply TRLan for the �rst step diagonalization for 
omparison, but wedid not iterate until self-
onsisten
y was rea
hed sin
e that would 
ost a signi�
ant amount of our CPUquota. Note that with the problem size in
reasing, Chebyshev-Davidson 
ompares more favorably overTRLan. This is be
ause we employed an additional tri
k in Chebyshev-Davidson, whi
h 
orresponds58



to allowing the last few eigenve
tors not to 
onverge to the required a

ura
y. The number of thenon fully 
onverged eigenve
tors is bounded above by actmax, whi
h is the maximum dimension ofthe a
tive subspa
e. Typi
ally 30 ≤ actmax ≤ 300 for Hamiltonian size over a million where severalthousand eigenve
tors are to be 
omputed. The implementation of this tri
k is rather straightforwardsin
e it 
orresponds to applying the CheFS method to the subspa
e spanned by the last few ve
torsin the basis that have not 
onverged to required a

ura
y.dim. of H nstate #MVp #SCF total_eV/atom 1st CPU total CPU1472440 8511 1652243 12 -89.12338 18.63 hrs. 38.17 hrs.Table 6: Si4001H1012, using 16 pro
essors. m = 17 for Chebyshev-Davidson; m = 8 for CheFS.(First step diagonalization by TRLan 
ost 34.99 hours, proje
ting it into a 12-steps SCF iteration
ost around 419.88 hours.)For even larger 
lusters Si6047H1308 (Table 8) and Si9041H1860 (Table 7), it be
ame impra
ti
alto apply TRLan for the �rst step diagonalization be
ause of too large memory requirements. Forthese large systems, using an eigenve
tor-based method for ea
h SCF step is 
learly not feasible.We note that the 
ost for the �rst step diagonalization by Chebyshev-Davidson is still rather high,it took 
lose to 50% of the total CPU. In 
omparison, the CheFS method (Algorithm 4.2) savesa signi�
ant amount of CPU for SCF 
al
ulations over diagonalization-based methods, even if verye�
ient eigenvalue algorithms are used.dim. of H nstate #MVp #SCF total_eV/atom 1st CPU total CPU2992832 19015 4804488 18 -92.00412 102.12 hrs. 294.36 hrsTable 7: Si9041H1860, using 48 pro
essors. m = 17 for Chebyshev-Davidson; m = 8 for CheFS.dim. of H nstate #MVp #SCF total_eV/atom 1st CPU total CPU2144432 12751 2682749 14 -91.34809 45.11 hrs. 101.02 hrs.Table 8: Si6047H1308, using 32 pro
essors. m = 17 for Chebyshev-Davidson; m = 8 for CheFS.On
e the DFT problem, Eq. (1), is solved, we have a

ess to several physi
al quantities. One ofthem is the ionization potential (IP) of the nano
rystal, de�ned as the energy required to remove oneele
tron from the system. Numeri
ally, we use a ∆SCF method: perform two separate 
al
ulations,one for the neutral 
luster and another for the ionized one, and observe the variation in total energybetween these 
al
ulations. Fig. 5 shows the IP of several 
lusters, ranging from the smallest possible(SiH4) to Si9041H1860. For 
omparison, we also show the eigenvalue of the highest o

upied Kohn-Sham orbital, EHOMO. A known fa
t of DFT-LDA is that the negative of the EHOMO energy islower than the IP in 
lusters [6℄, whi
h is 
on�rmed in Figure 5. In addition, the �gure shows thatthe IP and −EHOMO approa
h ea
h other in the limit of extremely large 
lusters.59



0 2 4 6 8
Cluster Diameter (nm)

0

2

4

6

8

10

12

14

E
ne

rg
y 

(e
V

)

IP (∆SCF)
EA (∆SCF)
-EHOMO

-ELUMO

Figure 5: Ionization potential, IP, (
rosses) and ele
tron af��nity, EA, (�plus� signs), for various
lusters with diameters ranging from 0 nm (SiH4) to 7 nm (Si9041H1860). �Squares� denote thenegative of the highest o

upied mole
ular orbital (−EHOMO) eigenvalue energy of the neutral
luster. �Diamonds� denote the negative of the lowest uno

upied mole
ular orbitaleigenvalueenergy (−ELUMO).Fig. 5 also shows the ele
tron a�nity (EA) of the various 
lusters. The EA is de�ned as the energyreleased by the system when one ele
tron is added to it. Again, we 
al
ulate it by performingSCF 
al
ulations for the neutral and the ionized systems (negatively 
harged instead of positively
harged now). In PARSEC, this sequen
e of SCF 
al
ulations 
an be done very easily by reusingprevious information: The initial diagonalization in the se
ond SCF 
al
ulation is waived if we reuseeigenve
tors and eigenvalues from a previous 
al
ulation as initial guesses for the ChebFSI method.Fig. 5 shows that, as the 
luster grows in size, the EA approa
hes the negative of the lowest-uno

upiedeigenvalue energy. A power-law analysis in Fig. 5 indi
ates that both the ionization potential andthe ele
tron a�nity approa
h their bulk values a

ording to a power-law de
ay Rn with n ≈ 1. Thenumeri
al �ts are:
IP = IP0 + A/Dα (7)

EA = EA0 −B/Dβ (8)with IP0 = 4.50 eV, EA0 = 3.87 eV, α = 1.16, β = 1.09, A = 3.21 eV, B = 3.13 eV. These valuesfor A and B assume a 
luster diameter D given in nanometers. The di�eren
e between ionizationpotential and ele
tron a�nity is the ele
troni
 gap of the nano
rystal. As expe
ted, the value of thegap extrapolated to bulk, IP0 − EA0 = 0.63 eV, is very 
lose to the energy gap predi
ted in variousDFT 
al
ulations for sili
on, whi
h range from 0.6 eV to 0.7 eV [6,49℄. Owing to the slow power-lawde
ay, the gap at the largest 
rystal studied is still 0.7 eV larger than the extrapolated value.Other properties of large sili
on 
lusters are also expe
ted to be similar to the ones of bulk sili
on,whi
h is equivalent to a nano
rystal of �in�nite size�. Fig. 6 shows that the density of states already60



assumes a bulk-like pro�le in 
lusters with around ten thousand atoms. The presen
e of hydrogenatoms on the surfa
e is responsible for subtle features in the DOS at around -8 eV and -3 eV. Be
auseof the dis
reteness of eigenvalues in 
lusters, the DOS is 
al
ulated by adding up normalized Gaussiandistributions lo
ated at ea
h 
al
ulated energy eigenvalue. In Fig. 6, we used Gaussian fun
tions withdispersion of 0.05 eV. More details are dis
ussed in [50℄.
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Figure 6: Density of states (DOS) of the 
luster Si9041H1860 (upper panel) 
ompared with periodi

rystalline sili
on (lower panel). As a 
onsequen
e of the large size, the DOS of the Si9041H1860
luster is very 
lose to that of bulk sili
on (the in��nite-size limit).
H size nstate #MVp #SCF total_eV/atom 1st CPU total CPU2790688 1812 × 2 9377435 110 -795.18064 16.16 hrs. 112.44 hrs.Table 9: Fe302, using 16 pro
essors. m = 20 for Chebyshev-Davidson; m = 19 for CheFS.
H size nstate #MVp #SCF total_eV/atom 1st CPU total CPU2985992 1956 × 2 10241385 119 -795.19898 11.62 hrs. 93.15 hrs.Table 10: Fe326, using 24 pro
essors. m = 20 for Chebyshev-Davidson; m = 19 for CheFS.We also applied PARSEC to some large iron 
lusters. Tables 9�11 
ontain three 
lusters with morethan 300 iron atoms. The number of states, nstate, is multiplied by two be
ause these 
lusters aremagnetized and spin degenera
y is broken. These metalli
 systems are well-known to be very di�
ultfor DFT 
al
ulations, be
ause of the �
harge sloshing� [7, 8℄. The LDA approximation used to getex
hange-
orrelation potential Vxc is also known not to work well for iron atoms. However, PARSECwas able to rea
h self-
onsisten
y for these large metalli
 
lusters within reasonable time length.Physi
al signi�
an
e of the 
omputed data will be dis
ussed in [51℄. It took more than 100 SCF steps61



H size nstate #MVp #SCF total_eV/atom 1st CPU total CPU3262312 2160 × 2 12989799 146 -795.22329 16.55 hrs. 140.68 hrs.Table 11: Fe360, using 24 pro
essors. m = 20 for Chebyshev-Davidson; m = 17 for CheFS.to rea
h self-
onsisten
y, whi
h is generally 
onsidered too high for SCF 
al
ulations, but we observed(from 
al
ulations performed on smaller iron 
lusters) that eigenve
tor-based methods also required asimilar number of SCF steps to 
onverge, thus the slow 
onvergen
e is asso
iated with the di�
ultyof DFT for metalli
 systems. Without CheFS, and under the same hardware 
onditions as listed inTables 9�11, over 100 SCF steps using eigenve
tor-based methods would have required months to
omplete for ea
h of these 
lusters.7 Con
luding RemarksWe developed and implemented the parallel CheFSI method for DFT SCF 
al
ulations. WithinCheFSI, only the �rst SCF step requires a true diagonalization, and we perform this step by the blo
kChebyshev-Davidson method. No diagonalization is required after the �rst step; instead, Chebyshev�lters are adaptively 
onstru
ted to �lter the subspa
e from previous SCF steps so that the �lteredsubspa
e progressively approximates the eigensubspa
e 
orresponding to o

upied states of the �nalHamiltonian. The method 
an be viewed as a nonlinear subspa
e iteration method whi
h 
ombinesthe SCF iteration and diagonalization, with the diagonalization simpli�ed into a single step Chebyshevsubspa
e �ltering.Additional tests not reported here, have also shown that the subspa
e �ltering method is robustwith respe
t to the initial subspa
e. Besides self-
onsisten
y, it 
an be used together with mole
ulardynami
s or stru
tural optimization, provided that atoms move by a small amount. Even after atomi
displa
ements of a fra
tion of the Bohr radius, the CheFSI method was able to bring the initial subspa
eto the subspa
e of self-
onsistent Kohn-Sham eigenve
tors for the 
urrent position of atoms, with nosubstantial in
rease in the number of self-
onsistent 
y
les needed.CheFSI signi�
antly a

elerates the SCF 
al
ulations, and this enabled us to perform a 
lass of largeDFT 
al
ulations that were not feasible before by eigenve
tor-based methods. As an example ofphysi
al appli
ations, we dis
uss the energeti
s of sili
on 
lusters 
ontaining up to several thousandatoms.8 A
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