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1 Editorial

This newsletter contains one workshop report, one workshop announcement, a number of ab-

stracts of newly submitted manuscripts and/or recently published papers, and a scientific high-

light article. The latter is by Silke Biermann (Palaiseau) on “Dynamical Screening Effects in

Correlated Electron Materials – A Progress Report on Combined Many-Body Perturbation and

Dynamical Mean Field Theory: “GW+DMFT””.

Please see the table of content for details.

The Uniform Resource Locator (URL) for the Psi-k webpage is:

http://www.psi-k.org.uk/

Please submit all material for the next newsletters to the email address below.

The email address for contacting us and for submitting contributions to the Psi-k newsletters is

function

psik-coord@stfc.ac.uk messages to the coordinators, editor & newsletter

Z (Dzidka) Szotek, Martin Lüders, Leon Petit and Walter Temmerman

e-mail: psik-coord@stfc.ac.uk
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2 Psi-k Activities

”Towards Atomistic Materials Design”

2.1 Reports on the Workshops supported by Psi-k

2.1.1 Report on 16th International Workshop on Computational Physics and

Materials Science: Total Energy and Force Methods

Trieste (Italy)

January 10-12th, 2013

The Abdus Salam International Centre for Theoretical Physics (ICTP)

Psi-k Network

International School for Advanced Studies (SISSA)

Centre Européen de Calcul Atomique et Moléculaire (CECAM)

CNR-IOM DEMOCRITOS National Simulation Center

Consorzio per la Fisica-Trieste

International Council for Science (ICSU)

Asia Pacific Center for Theoretical Physics (APCTP)

Organizers: C. Filippi, R. M. Martin, and N. Binggeli

http://cdsagenda5.ictp.trieste.it/full display.php?ida=a12161

The “Total Energy” workshop took place at the ICTP in Trieste on 10-12 January 2013. It was

the 16th in a very successful series of workshops, held every two years at the ICTP, and devoted

to recent developments in the field of electronic structure methods and their applications to a

fast growing range of materials and systems. The number of participants considerably increased

over the years, with this year 248 participants from 46 different countries. The workshop was

organized in 10 thematic sessions in which the oral presentations were by invitation only (28

invited speakers). The topics of the sessions included:

• Functional Materials and High-Throughput Materials Design

• Ab-initio and Quantum dynamics

• Non-adiabatic Processes in Molecular Systems

• Electronic Excitations
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• RPA and Beyond

• DMFT and Strongly Correlated Materials

• Quantum Monte Carlo

• Search for New Phases and Classes of Materials

• Progress in Development of New Functionals

The taks were given by internationally recognized experts and featured some of the most sig-

nificant advances in the past few years. They stimulated very lively scientific discussions and

exchanges of ideas, which continued during the coffee and lunch breaks. All oral presentations

were given in the ICTP Main Lecture Hall of the Leonardo da Vinci Building, and in view

of the importance of this workshop, ICTP also elected to film it (the workshop videos can be

downloaded at http://users.ictp.it/~video/2440/2440.htm).

The workshop had also two vibrant poster sessions (with more than 140 poster presentations).

The poster sessions took place on the evenings of January 10 and 11 at the lower floor of the

Adriatico Guesthouse. A buffet was served during these two poster sessions. Posters were orga-

nized by topics. On January 10, the general theme was: Theory and Methods. The posters were

grouped and arranged according to the following topics: DFT beyond LDA, Time Dependent

DFT, Many-Body Techniques for Real Materials, Quantum Monte Carlo, Ab-initio Molecular

Dynamics, Large Scale and Multiscale Simulations, Activated Processes, Electronic and Thermal

Transport, Response to External Fields, Simulations in Realistic Environments. On January 11,

the general theme was: Applications. The topical divisions were: Nanoscience, Biochemistry

and Biomaterials, Magnetism and Spintronics, Geophysics, Functional Materials, Surfaces and

interfaces, Spectroscopies, Catalysis and Electrochemistry, Chemical Reactions and Kinetics,

Materials Design. The high attendence and very lively discussions at these sessions until late in

the nights confirmed the high success of this format.

The worshop was cosponsored by ICTP and also by several other institutions including the In-

ternational School for Advanced Studies (SISSA), the Centre Européen de Calcul Atomique et

Moléculaire (CECAM), the CNR-IOM DEMOCRITOS National Simulation Center, the Con-

sorzio per la Fisica-Trieste, the International Council for Science (ICSU), and the Asia Pacific

Center for Theoretical Physics (APCTP). The Psi-k contribution was used mainly to support

the travel and accommodation of young invited European speakers/participants from the Psi-k

community. This support was crucial for the success of the workshop. All the institutions that

supported this workshop are warmly thanked by the organizers and participants.
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Programme

Thursday, 10 January 2013

08:00 Registration

08:50 Welcoming Remarks by F. Quevedo, ICTP Director, and Organizers

SESSION 1: High-Throughput and Functional Materials

Chairperson: Pablo Ordejón

09:00 Atomic-scale design of energy materials

Kristian Thygesen - DTU, Denmark

09:30 Simulation of phase change materials for data storage

Marco Bernasconi - University of Milano-Bicocca, Italy

10:00 Coffee Break + Registration

SESSION 2: Exploring Functional Materials

Chairperson: David Vanderbilt

10:30 From transition metal oxides to cosmology with electronic structure cal-

culations

Nicola Spaldin - ETHZ, Switzerland

11:00 Field-lattice coupling in flexoelectrics and magnetoelectrics

Raffaele Resta - University of Trieste, Italy

11:30 General model for spin-order induced polarization in multiferroics

Hong-jun Xiang - Fudan University, Shanghai, P. R. China

12:00 Lunch Break

SESSION 3: Ab-Initio Dynamics

Chairperson: Sandro Scandolo

14:00 Water and its constituent ions under the microscope

Ali Hassanali - ETHZ, Switzerland

14:30 Recent progress in multiscale molecular dynamics simulation

Bernd Ensing - University of Amsterdam, The Netherlands

15:00 Efficient implementation of Hartree-Fock exchange, MP2, and RPA for

periodic systems within the GPW Method

Jürg Hutter - University of Zurich, Switzerland

15:30 Coffee Break + Registration

SESSION 4: Quantum Dynamics and Molecular Systems

Chairperson: Ralph Gebauer

16:00 Treating non-adiabatic dynamics with the MCTDH method - from grid-

based to direct dynamics

Graham Worth - University of Birmingham, UK

16:30 TDDFT-based non-adiabatic dynamics of complex molecular systems in

external laser fields

Ivano Tavernelli - EPFL, Switzerland

17:00 Quantum dynamics from classical trajectories: direct simulation of

charge transfer in enzymes and molecular catalysts

Thomas Miller - California Institute of Technology, USA
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POSTER SESSION 1

17:30 Poster setup

19:00 Poster session / free discussions

Friday, 11 January 2013

SESSION 5: Electronic Excitations

Chairperson: Richard Martin

09:00 Electronic excitations in solids and nanostructures: GW, GW-BSE, and

beyond

Steven Louie - University of California, Berkeley, USA

09:30 A direct approach to the calculation of many-body Green’s functions:

beyond quasiparticles

Lucia Reining - Ecole Polytechnique, Palaiseau, France

10:00 Coffee Break

SESSION 6: RPA and beyond

Chairperson: Stefano Baroni

10:30 Towards a unified description of ground and excited state properties:

GW vs RPA and beyond

Patrick Rinke - Fritz Haber Institute, Germany

11:00 RPA correlation potential in the adiabatic connection fluctuation-

dissipation formalism

Stefano de Gironcoli - SISSA, Italy

11:30 Competition between the electronic and phonon-mediated scattering

channels in the out-of-equilibrium carrier dynamics of semiconductors:

an ab initio approach

Andrea Marini - ISM, CNR, Italy

12:00 Lunch Break

SESSION 7: DMFT and Strongly Correlated Materials

Chairperson: Erik Koch

14:00 Dynamical screening effects from first principles: implications for low-

energy models and application to the iron pnictides

Michele Casula - Université Pierre et Marie Curie, France

14:30 Mechanism for orbital ordering in transition-metal oxides

Eva Pavarini - Forschungszentrum Jülich, Germany

15:00 Total energy and force calculations for correlated materials

Ivan Leonov - University of Augsburg, Germany

15:30 Coffee Break
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SESSION 8: Quantum Monte Carlo

Chairperson: Sandro Sorella

16:00 Towards a determinant space representation of the electronic wavefunc-

tion in the solid state

George Booth - Princeton University, USA

16:30 Minimum energy pathways from Quantum Monte Carlo

Saverio Moroni - SISSA, Italy

17:00 Total energy calculations: an auxiliary-field many-body perspective

Shiwei Zhang - College of William and Mary, USA

POSTER SESSION 2

17:30 Poster setup

19:00 Poster session / free discussions

Saturday, 12 January 2013

SESSION 9: Search for New Phases and Classes of Materials

Chairperson: Emilio Artacho

09:00 Predicting the properties of ordinary matter under extreme conditions

Jeffrey M. McMahon - University of Illinois at Urbana-Champaign, USA

09:30 New classes of piezoelectrics, ferroelectrics, and antiferroelectrics by

first-principles high-throughput materials design

Joseph Bennett - Rutgers University, USA

10:00 Coffee Break

SESSION 10: Progress in Development of New Functionals

Chairperson: Michael Gillan

10:30 A new generation of density-functional methods based on the adiabatic-

connection dissipation-fluctuation theorem

Andreas Görling - University of Erlangen-Nürnberg, Germany

11:00 Strong correlation in Kohn-Sham density-functional theory

Paola Gori Giorgi - Vrije Universiteit Amsterdam, The Netherlands

11:30 Combining wave-function and density-functional theories: range-

separated hybrids, multiconfigurational hybrids, and double hybrids

Julien Toulouse - Université Pierre et Marie Curie, France

12:00 Bridging density-functional and many-body perturbation theory: orbital-

density dependence in electronic-structure functionals

Andrea Ferretti - University of Modena, Italy

12:30 Closing remarks

The abstracts of the presented papers and the list of participants can be downloaded from the

workshop website or from the psi-k portal.
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2.2 Workshops/Meetings Announcements

2.2.1 CPMD Meeting 2013

University of Leipzig, September 2 - 6, 2013

We are pleased to announce the CPMD Meeting 2013 on “Matter, life, light from ab initio

molecular dynamics simulations” will be held at the Wilhelm-Ostwald-Institute of Physical and

Theoretical Chemistry of the University of Leipzig on September 2 - 6, 2013.

The program and more information can be found at the CPMD2013 website

http://www.uni-leipzig.de/~cpmd2013/

The Organizing Commitee

Roberto Car (Princeton University)

Michele Parrinello (ETH Zurich)

Paolo Carloni (German Research School for Simulation Sciences, Jülich)

Barbara Kirchner (Mulliken Center for Theoretical Chemistry, University of Bonn)
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3 Abstracts

Importance of Many-Body Effects in the Kernel of Hemoglobin

for Ligand Binding

Cédric Weber1,2, David D. O’Regan2,3, Nicholas D. M. Hine2,4,

Peter B. Littlewood2,5, Gabriel Kotliar6, and Mike C. Payne2

1King’s College London, Theory and Simulation of Condensed Matter (TSCM),

The Strand, London WC2R 2LS, United Kingdom
2Cavendish Laboratory, University of Cambridge,

J. J. Thomson Avenue, Cambridge CB3 0HE, United Kingdom
3Theory and Simulation of Materials,

École Polytechnique Fédérale de Lausanne

Station 12, 1015 Lausanne, Switzerland
4Department of Materials, Imperial College London,

Exhibition Road, London SW7 2AZ, United Kingdom
5Physical Sciences and Engineering, Argonne National Laboratory,

Argonne, Illinois 60439, USA
6Rutgers University, 136 Frelinghuysen Road, Piscataway, New Jersey, USA

Abstract

We propose a mechanism for binding of diatomic ligands to heme based on a dynam-

ical orbital selection process. This scenario may be described as bonding determined by

local valence fluctuations. We support this model using linear-scaling first-principles calcu-

lations, in combination with dynamical mean-field theory, applied to heme, the kernel of the

hemoglobin metalloprotein central to human respiration. We find that variations in Hunds

exchange coupling induce a reduction of the iron 3d density, with a concomitant increase of

valence fluctuations. We discuss the comparison between our computed optical absorption

spectra and experimental data, our picture accounting for the observation of optical tran-

sitions in the infrared regime, and how the Hunds coupling reduces, by a factor of 5, the

strong imbalance in the binding energies of heme with CO and O2 ligands.

Phys. Rev. Lett. 110, 106402 (2013).

Contact person: Cédric Weber (cedric.weber@kcl.ac.uk)
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Origin of Multiferroicity in MnWO4

I. V. Solovyev

Computational Materials Science Unit,

National Institute for Materials Science, 1-2-1 Sengen, Tsukuba,

Ibaraki 305-0047, Japan

Abstract

MnWO4 is regarded as a canonical example of multiferroic materials, where the multi-

ferroic activity is caused by a spin-spiral alignment. We argue that, in reality, MnWO4 has

two sources of the spin-spirality, which conflict with each other. One is the Dzyaloshinskii-

Moriya (DM) interactions, reflecting the P2/c symmetry of the lattice. The P2/c structure

of MnWO4 has an inversion center, that connects two Mn sublattices. Therefore, from the

viewpoint of DM interactions, different Mn sublattices are expected to have opposite spin

chirality. Another source is competing isotropic exchange interactions, which tend to form

a spin-spiral texture with the same chirality in both magnetic sublattices. Thus, there is a

conflict between DM and isotropic exchange interactions, which makes these two sublattices

inequivalent and, therefore, breaks the inversion symmetry. Our theoretical analysis is based

on the low-energy model, derived from the first-principles electronic structure calculations.

(Published in Phys. Rev. B. 87, 144403 (2013))

Contact person: Solovyev.Igor@nims.go.jp
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Double-exchange theory of ferroelectric polarization in

orthorhombic manganites with twofold periodic magnetic

texture

I. V. Solovyev

Computational Materials Science Unit,

National Institute for Materials Science, 1-2-1 Sengen, Tsukuba,

Ibaraki 305-0047, Japan

Department of Theoretical Physics and Applied Mathematics,

Ural Federal University, Mira str. 19, 620002 Ekaterinburg, Russia

S. A. Nikolaev

Department of Theoretical Physics and Applied Mathematics,

Ural Federal University, Mira str. 19, 620002 Ekaterinburg, Russia

Abstract

We argue that many aspects of improper ferroelectric (FE) activity in orthorhombic

manganites can be rationalized by considering the limit of infinite intra-atomic splitting

between majority- and minority-spin states (or the double exchange limit), which reduces

the problem to the analysis of a spinless double exchange (DE) Hamiltonian. We apply

this strategy to the low-energy model, derived from the first-principles electronic structure

calculations, and combine it with the Berry-phase theory of electric polarization. We start

with the analysis of the simplest two-orbital model, describing the behavior of the eg bands,

and apply it to the E-type antiferromagnetic (AFM) phase, which in the DE limit effectively

breaks up into one-dimensional zigzag chains. We derive an analytical expression for the

electronic polarization (Pel) and explain how it depends on the orbital ordering and the

energy splitting ∆ between eg states. Then, we evaluate parameters of this model for the

series of manganites. For these purposes we start from a more general five-orbital model for

all Mn 3d bands and construct a new downfolded model for the eg bands. From the analysis

of these parameters, we conclude that the behavior of Pel in realistic manganites always

corresponds to the limit of large ∆. This property holds for all considered compounds even

in the local-density approximation, which typically underestimates ∆. We further utilize

this property in order to derive an analytical expression for Pel in a general twofold periodic

magnetic texture, based on the five-orbital model and the perturbation-theory expansion

for the Wannier functions in the first order of 1/∆. This expression explains the functional

dependence of Pel on the relative directions of spins. Furthermore, it suggests that Pel is

related to the asymmetry of transfer integrals, which should have simultaneously symmetric

and antisymmetric components in the crystal-field representation. The main contribution

to this asymmetry comes from the antiferro-orbital ordering in the ab plane. Finally, we

explain how the FE polarization can be switched between orthorhombic a and c directions

by inverting the zigzag AFM texture in every second ab plane. We argue that this property

is generic and can be realized even in the twofold periodic texture.

(Published in Phys. Rev. B. 87, 144424 (2013))

Contact person: Solovyev.Igor@nims.go.jp
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How Cations Change Peptide Structure

Carsten Baldauf1, Kevin Pagel1, Stephan Warnke2, Gert von Helden2,

Beate Koksch2, Volker Blum1, and Matthias Scheffler1

1Fritz-Haber-Institut der Max-Planck-Gesellschaft,

Faradayweg 4–6, 14195 Berlin, Germany
2Institut für Chemie und Biochemie - Organische Chemie,

Freie Universität Berlin,

Takustr. 3, D-14195 Berlin-Dahlem, Germany

Abstract

Specific interactions between cations and proteins have a strong impact on peptide and

protein structure. We here shed light on the nature of the underlying interactions, especially

regarding the effects on the polyamide backbone structure. To do so, we compare the confor-

mational ensembles of model peptides in isolation and in the presence of either Li+ or Na+

cations by state-of-the-art density-functional theory (including van der Waals effects) and

gas-phase infrared spectroscopy. These monovalent cations have a drastic effect on the local

backbone conformation of turn-forming peptides, by disruption of the H bonding networks

and the resulting severe distortion of the backbone conformations. In fact, Li+ and Na+ can

even have different conformational effects on the same peptide. We also assess the predictive

power of current approximate density functionals for peptide-cation systems and compare

to results from established protein force fields as well as to high-level quantum chemistry

(CCSD(T)).

(Accepted in Chem. - A European J. (May 2013))

Contact person: Carsten Baldauf (baldauf@fhi-berlin.mpg.de)
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Reaction cycles and poisoning in catalysis by gold clusters: A

thermodynamics approach

Elizabeth C. Beret, Merel van Wijk, and Luca M. Ghiringhelli

Fritz-Haber-Institut der Max-Planck-Gesellschaft,

Faradayweg 4–6, 14195 Berlin, Germany

Abstract

In heterogeneous catalysis, a catalytic process takes place at finite temperature and at

finite pressure of the atmosphere of the reactant gases. By applying ab initio atomistic ther-

modynamics to the model case of free Au2 and Au−2 clusters in an atmosphere of O2 and

CO, we derive all the thermodynamically possible reaction paths for the ox- idation of CO

to CO2. This analysis lets us explain how gold clusters enable oxidation reactions with-

out breaking the spin-conservation rule. Furthermore, we identify special cluster+ligands

compositions such as reaction intermediates and poisoned species. In particular, a thermo-

dynamically driven poisoning is identified for the catalytic system containing free Au2, and

the experimental (p, T ) conditions that avoid its formation are suggested. This implies that

for some systems a catalytic cycle can be established, on thermodynamics grounds, only in

a defined range of temperatures and pressures. In addition, our predictions for Au−2 provide

the so far most complete interpretation of the available experimental data [Socaciu et al., J.

Am. Chem. Soc. 125, 10437 (2003)].

(Submitted to Int. J. Quant. Chem. (May 2013))

Contact person: Luca Ghiringhelli (ghiringhelli@fhi-berlin.mpg.de)
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Stability and metastability of clusters in a reactive atmosphere:

Theoretical evidence for unexpected stoichiometries of MgMOx

Saswata Bhattacharya, Sergey V. Levchenko, Luca M. Ghiringhelli,

and Matthias Scheffler

Fritz-Haber-Institut der Max-Planck-Gesellschaft,

Faradayweg 4–6, 14195 Berlin, Germany

Abstract

By applying a genetic algorithm in a cascade approach of increasing accuracy, we calcu-

late the composition and structure of MgMOx clusters at realistic temperatures and oxygen

pressures. The stable and metastable systems are identified by ab initio atomistic thermo-

dynamics. We find that small clusters (M . 5) are in thermodynamic equilibrium when

x > M . The non-stoichiometric clusters exhibit peculiar magnetic behavior, suggesting

the possibility of tuning magnetic properties by changing environmental pressure and tem-

perature conditions. Furthermore, we show that density-functional theory (DFT) with a

hybrid exchange-correlation (xc) functional is needed for predicting accurate phase diagrams

of metal-oxide clusters. Neither a (sophisticated) force field nor DFT with (semi)local xc

functionals are sufficient for even a qualitative prediction.

(Submitted to Phys. Rev. Lett. (April, 2013))

Contact person: Saswata Bhattacharya (bhattacharya@fhi-berlin.mpg.de)
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Self-consistent GW : An all-electron implementation with

localized basis functions

Fabio Caruso1,2, Patrick Rinke1,2, Xinguo Ren1,2, Angel Rubio3,1,2,

and Matthias Scheffler1,2

1Fritz-Haber-Institut der Max-Planck-Gesellschaft,

Faradayweg 4–6, 14195 Berlin, Germany
2European Theoretical Spectroscopy Facility

3Nano-Bio Spectroscopy group and ETSF Scientific Development Centre,

Dpto. F́ısica de Materiales, Universidad del Páıs Vasco,

CFM CSIC-UPV/EHU-MPC and DIPC,

Av. Tolosa 72, E-20018 San Sebastián, Spain

Abstract

This paper describes an all-electron implementation of the self-consistent GW (sc-GW )

approach – i.e. based on the solution of the Dyson equation in an all-electron numeric

atom-centered orbital (NAO) basis set. We cast Hedin’s equations into a matrix form that is

suitable for numerical calculations by means of i) the resolution of identity technique to han-

dle 4-center integrals; and ii) a basis representation for the imaginary-frequency dependence

of dynamical operators. In contrast to perturbative G0W0, sc-GW provides a consistent

framework for ground- and excited-state properties and facilitates an unbiased assessment of

the GW approximation. For excited states, we benchmark sc-GW for five molecules relevant

for organic photovoltaic applications: thiophene, benzothiazole, 1,2,5-thiadiazole, naphtha-

lene, and tetrathiafulvalene. At self-consistency, the quasi-particle energies are found to

be in good agreement with experiment and, on average, more accurate than G0W0 based

on Hartree-Fock (HF) or density-functional theory with the Perdew-Burke-Ernzerhof (PBE)

exchange-correlation functional. Based on the Galitskii-Migdal total energy, structural prop-

erties are investigated for a set of diatomic molecules. For binding energies, bond lengths,

and vibrational frequencies sc-GW and G0W0 achieve a comparable performance, which is,

however, not as good as that of exact-exchange plus correlation in the random-phase approx-

imation (EX+cRPA) and its advancement to renormalized second-order perturbation theory

(rPT2). Finally, the improved description of dipole moments for a small set of diatomic

molecules demonstrates the quality of the sc-GW ground state density.

(Submitted to Phys. Rev. B (April, 2013))

Contact person: Patrick Rinke (rinke@fhi-berlin.mpg.de)
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Not so loosely bound rare gas atoms: Finite-temperature

vibrational fingerprints of neutral gold-cluster complexes

Luca M. Ghiringhelli1, Philipp Gruene1, Jonathan T. Lyon1,2, David M. Rayner3,

Gerard Meijer1, André Fielicke1,4, and Matthias Scheffler1

1Fritz-Haber-Institut der Max-Planck-Gesellschaft,

Faradayweg 4–6, 14195 Berlin, Germany
2Department of Natural Sciences, Clayton State University,

2000 Clayton State Blvd., Morrow, Georgia 30260, USA
3National Research Council of Canada,

100 Sussex Drive, Ottawa, Ontario K1A 0R6, Canada
4Institut für Optik und Atomare Physik, Technische Universität Berlin,

Hardenbergstr. 36, D-10623 Berlin, Germany

Abstract

We present an experimental and theoretical study of the structure of small, neutral

gold clusters – Au3, Au4, and Au7 – “tagged” by krypton atoms. Infrared (IR) spectra of

AuN ·KrM complexes formed at 100 K are obtained via far-IR multiple photon dissociation in

a molecular beam. The theoretical study is based on a statistical (canonical) sampling of the

AuN ·KrM complexes through ab initio molecular dynamics using density-functional theory

in the generalized gradient approximation, explicitly corrected for long-range van-der-Waals

interactions. The choice of the functional is validated against higher-level first-principle

methods. Thereby finite-temperature theoretical vibrational spectra are obtained that are

compared with the experimental spectra. This enables us to identify which structures are

present in the experimental molecular beam for a given cluster size. For Au2, Au3, and

Au4, the predicted vibrational spectra of the Kr-complexed and pristine species differ. For

Au7, the presence of Kr influences the vibrational spectra only marginally. This behavior

is explained in terms of the formation of a weak chemical bond between Kr and small gold

clusters that localizes the Kr atom at a defined adsorption site, whereas for bigger clusters

the vdW interactions prevail and the Kr adatom is delocalized and orbits the gold cluster.

In all cases, at temperatures as low as T = 100 K, vibrational spectra already display a

notable anharmonicity and show, in comparison with harmonic spectra, different position of

the peaks, different intensities and broadenings, and even the appearance of new peaks.

(Submitted to New J. Phys. (April, 2013))

Contact person: Luca Ghiringhelli (ghiringhelli@fhi-berlin.mpg.de)
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Thermodynamic equilibrium conditions of graphene films on

SiC

Lydia Nemec, Volker Blum, Patrick Rinke, and Matthias Scheffler

Fritz-Haber-Institut der Max-Planck-Gesellschaft,

Faradayweg 4–6, 14195 Berlin, Germany

Abstract

First-principles surface phase diagrams reveal that epitaxial monolayer graphene films on

the Si side of 3C-SiC(111) can exist as thermodynamically stable phases in a narrow range

of experimentally controllable conditions, defining a path to the highest-quality graphene

films. Our calculations are based on a van der Waals corrected density functional. The

full, experimentally observed (6
√
3× 6

√
3)-R30◦ supercells for zero- to trilayer graphene are

essential to describe the correct interface geometries and the relative stability of surface

phases and possible defects.

(Submitted to Phys. Rev. Lett. (April, 2013))

Contact person: Volker Blum (blum@fhi-berlin.mpg.de)

19



Concentration of Vacancies at Metal Oxide Surfaces: Case

Study of MgO (100)

Norina A. Richter1, Sabrina Sicolo2, Sergey V. Levchenko1,

Joachim Sauer2, and Matthias Scheffler1

1Fritz-Haber-Institut der Max-Planck-Gesellschaft,

Faradayweg 4–6, 14195 Berlin, Germany
2Institut für Chemie, Humboldt Universität zu Berlin,

Unter den Linden 6, 10099 Berlin, Germany

Abstract

We investigate effects of doping on formation energy and concentration of oxygen va-

cancies at a metal oxide surface, using MgO (100) as an example. Our approach employs

density-functional theory, where the performance of the exchange-correlation functional is

carefully analyzed, and the functional is chosen according to a fundamental condition on

DFT ionization energies. The approach is further validated by CCSD(T) calculations for

embedded clusters. We demonstrate that the concentration of oxygen vacancies at a doped

oxide surface is largely determined by formation of a macroscopically extended space charge

region.

(Submitted to Phys. Rev. Lett. (May, 2013)

Contact person: Sergey Levchenko (levchenko@fhi-berlin.mpg.de)
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Impact of Vibrational Entropy on the Stability of Unsolvated

Peptide Helices with Increasing Length

Mariana Rossi, Matthias Scheffler, and Volker Blum

Fritz-Haber-Institut der Max-Planck-Gesellschaft,

Faradayweg 4–6, 14195 Berlin, Germany

Abstract

Helices are a key folding motif in protein structure. The question which factors de-

termine helix stability for a given polypeptide or protein is an ongoing challenge. Here

we use van der Waals corrected density-functional theory to address a part of this ques-

tion in a bottom-up approach. We show how intrinsic helical structure is stabilized with

length and temperature for a series of experimentally well studied unsolvated alanine based

polypeptides, Ac-Alan-LysH+. By exhaustively exploring the conformational space of these

molecules, we find that helices emerge as the preferred structure in the length range n=4-8

not just due to enthalpic factors (hydrogen bonds and their cooperativity, van der Waals

dispersion interactions, electrostatics), but importantly also by a vibrational entropic stabi-

lization over competing conformers at room temperature. The stabilization is shown to be

due to softer low-frequency vibrational modes in helical conformers than in more compact

ones. This observation is corroborated by including anharmonic effects explicitly through ab

initio molecular dynamics, and generalized by testing different terminations and considering

larger helical peptide models.

(Accepted in J. Phys. Chem. B (April, 2013))

Contact person: Mariana Rossi (rossi@fhi-berlin.mpg.de)
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4 SCIENTIFIC HIGHLIGHT OF THE MONTH

Dynamical Screening Effects in Correlated Electron Materials – A Progress Report on

Combined Many-Body Perturbation and Dynamical Mean Field Theory: “GW+DMFT”

Silke Biermann

Centre de Physique Théorique, Ecole Polytechnique, 91128 Palaiseau, France

Abstract

We give a summary of recent progress in the field of electronic structure calculations

for materials with strong electronic Coulomb correlations. The discussion focuses on de-

velopments beyond the by now well established combination of density functional and dy-

namical mean field theory dubbed “LDA+DMFT”. It is organized around the description

of dynamical screening effects in the solid. Indeed, screening in the solid gives rise to dy-

namical local Coulomb interactions U(ω) [1, 2], and this frequency-dependence leads to ef-

fects that cannot be neglected in a truly first principles description [3]. We review the

recently introduced extension of LDA+DMFT to dynamical local Coulomb interactions

“LDA+U(ω)+DMFT” [4, 5]. A reliable description of dynamical screening effects is also

a central ingredient of the “GW+DMFT” scheme [6–8], a combination of many-body per-

turbation theory in Hedin’s GW approximation and dynamical mean field theory. Recently,

the first GW+DMFT calculations including dynamical screening effects for real materials

have been achieved, with applications to SrVO3 [9] and adatom systems on surfaces [10]. We

review these and comment on further perspectives in the field.

This review is an attempt to put elements of the original works [1–10] into the broad perspec-

tive of the development of truly first principles techniques for correlated electron materials.

1 Electronic Correlations from First Principles?

The electronic properties of solids are dominated by the electronic states in the immediate

proximity to the Fermi level. This observation – together with the insights from renormalisation

group techniques – are the motivation for the quest of low-energy effective models that describe

the physical phenomena taking place in condensed matter. In the early days of correlated

electron physics models were most often phenomenologically motivated, without the ambition of

a microscopic derivation, let alone a quantitative description. Within the last decade, however,

a new research field has developed at the interface of many-body theory and first prinicples

electronic structure calculations. The aim is the construction of materials-specific parameter-

free many-body theories that preserve the ab initio nature of density functional based electronic

structure calculations, but incorporate at the same time a many-body description of Coulomb

interactions beyond the independent-electron picture into the description of spectroscopic or

finite-temperature properties.
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Such “correlation” effects, that is, effects beyond the effective one-particle picture, are indeed

most striking in spectroscopic probes, where they take the form of quasi-particle renormalisations

or broadening due to finite lifetimes, and give rise to satellite features or atomic multiplets.

An intrinsic temperature dependence of the electronic structure of a metal, with a coherence-

incoherence crossover delimiting Fermi liquid properties, or a strongly temperature-dependent

gap – beyond what can be explained by a Fermi factor – are further hallmarks of electronic

correlations [11].

Historically, the first non-perturbative electronic structure techniques for correlated materials

evolved from many-body treatments of the multi-orbital Hubbard Hamiltonian with realistic

parameters. The general strategy of these so-called “LDA++” approaches consists in the ex-

traction of the parameters of a many-body Hamiltonian from first principles calculations and

then solving the problem by many-body techniques. The procedure becomes conceptually in-

volved, however, through the need of incorporating effects of higher energy degrees of freedom

on the low energy part, the so-called “downfolding”.

For the one-particle part of the Hamiltonian, downfolding techniques have been the subject of a

vast literature [121,122], and are by now well established. Downfolding of the interacting part of a

many-body Hamiltonian is a less straightforward problem, which has attracted a lot of attention

recently. The challenge is an accurate description of screening of low-energy interactions by

high-energy degrees of freedom. Indeed, the net result of the rearrangement of the high-energy

degrees of freedom as response to a perturbation of the system is an effective reduction of the

perturbation strength in the low-energy space. It is for this reason that the effective Coulomb

interaction in a low-energy effective model for a correlated system is in general an order of

magnitude smaller than the matrix element of the bare Coulomb interaction. Nevertheless, the

latter is recovered in the limit of high-frequencies of the perturbation, when screening becomes

inefficient. The crossover – as a function of frequency – from the low-energy screened regime

to the high-frequency bare matrix element of e2

|r−r′| takes place at a characteristic screening

(plasma) frequency where the dielectric function exhibits a pole structure.

This frequency-dependence of the effective local Coulomb interactions, the dynamical Hubbard

U(ω) and its consequences on the electronic structure of correlated materials are at the center

of the present review. We first recall the formalism of the constrained random phase approx-

imation, as the simplest means to obtain a quantitative estimate for the dynamical Hubbard

interactions. We then review a recent scheme to incorporate the dynamical nature of the Hub-

bard interactions into dynamical mean field based electronic structure calculations. This “Bose

factor ansatz” also gives a transparent physical interpretation of the observed new features,

such as plasmon satellites and renormalisations of spectral weight at low energies. Electronic

structure calculations with frequency-dependent interactions – using a scheme that should best

be called “LDA+U(ω)+DMFT” – for the iron pnictide compound BaFe2As2 illustrate the im-

portance of these effects, while at the same time revealing new unexpected many-body behavior

in the form of an incoherent (non-Fermi-liquid) regime.

Dealing with frequency-dependent interactions at the DMFT level has been a major bottleneck

in the implementation of the combined “GW+DMFT” scheme since its proposal in 2003 [6]. The

recent advances concerning this issue, both concerning Monte Carlo techniques and through the
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Bose factor ansatz, have now unblocked the situation: two calculations within GW+DMFT

taking into account dynamical interactions have been achieved recently, for SrVO3 [9] and for

systems of adatoms on surfaces [10]. We review these calculations, together with systematic

studies of an extended Hubbard model [7], which demonstrate how the GW+DMFT scheme

enables an additional type of “downfolding”: effects of long-range interactions can in fact be

“backfolded” into a purely local effective quantity, a generalised Hubbard U(ω), which acquires

its frequency-dependence due to screening by non-local processes. The strength of these screen-

ing processes are shown to be strongly system-dependent when the true long-range nature of

Coulomb interactions is taken into account, while simple rules of thumb work relatively well in

the case of an extended Hubbard model with nearest-neighbor interactions only.

Finally, we define current open questions and comment on further perspectives in the field.

2 Calculating effective local Coulomb interactions from first

principles: from “Hubbard U” to dynamical Hubbard U(ω)

We now turn to a mathematical formulation of the above described frequency-dependent behav-

ior of the effective Coulomb interactions (“Hubbard U”) to be used within low-energy effective

descriptions. The simplest way to describe the frequency-dependence stemming from downfold-

ing higher energy degrees of freedom is given by the “constrained random phase approximation”

(cRPA) technique [1]. The cRPA provides an (approximate) answer to the following question:

given the Coulomb Hamiltonian in a large Hilbert space, and a low-energy Hilbert space that

is a subspace of the former, what is the effective bare interaction to be used in many-body

calculations dealing only with the low-energy subspace, in order for physical predictions for the

low-energy Hilbert space to be the same for the two descriptions? A general answer to this

question not requiring much less than a full solution of the initial many-body problem, the

cRPA builds on two approximations: it assumes (i) that the requirement of the same physical

predictions be fulfilled as soon as in both cases the same estimate for the fully screened Coulomb

interaction, Hedin’s W , is obtained and (ii) the validity of the random phase approximation to

calculate this latter quantity.

The cRPA starts from a decomposition of the polarisation of the solid in high- and low-energy

parts, where the latter is defined as given by all screening processes that are confined to the

low-energy subspace. The former results from all remaining screening processes:

P high = P − P low, (1)

One then calculates a partially screened interaction

W partial(1, 2) ≡
∫

d3 ε−1
partial(1, 3)v(3, 2). (2)

using the partial dielectric function

εpartial(1, 2) = δ(1 − 2)−
∫

d3P high(1, 3)v(3, 2). (3)

Here, the numbers represent space and time coordinates in a shorthand notation.
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Screening W partial by processes that live within the low-energy space recovers the fully screened

interaction W . This justifies the interpretation of the matrix elements of W partial in a localized

Wannier basis as the interaction matrices to be used as bare Hubbard interactions within a

low-energy effective Hubbard-like Hamiltonian written in that Wannier basis.

Hubbard interactions – obtained as the static (ω = 0) limit of 〈|W partial|〉 within cRPA –

have by now been obtained for a variety of systems, ranging from transition metals [1] to ox-

ides [2, 12–14], pnictides [15–18], or f-electron compounds [19], and several implementations

within different electronic structure codes and basis sets have been done, e.g. within linearized

muffin tin orbitals [1], maximally localized Wannier functions [12, 16, 20], or localised orbitals

constructed from projected atomic orbitals [2]. The implementation into the framework of the

Wien2k package [2] made it possible that Hubbard U ’s be calculated for the same orbitals as

the ones used in subsequent LDA+DMFT calculations, see e.g. [21]. Systematic calculations

investigating the basis set dependence for a series of correlated transition metal oxides revealed

furthermore interesting trends, depending on the choice of the low-energy subspace. In contrast

to common belief until then, Hubbard interactions increase for example with the principal quan-

tum number when low-energy effective models encompassing only the t2g orbitals are employed.

These trends can be rationalised by two counteracting mechanisms, the increasing extension of

the orbitals with increasing principal quantum number and the less efficient screening by oxygen

states [2].
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Figure 1: Screened Coulomb interaction W and partially screened Coulomb interaction U for

SrVO3: ReU , ReW (top panel), ImU , ImW (bottom panel), as calculated within cRPA. Note

the small low energy value of ReU(0), compared to the matrix element of the bare Coulomb

interaction ReU(∞), and the plasmon excitation at 15 eV. Adapted from [9].

In general, values obtained within cRPA have for a long time been believed to be slightly “too

small”, since quite systematically not only constrained LDA techniques result in larger values

but also many-body calculations that fix the interactions in order to obtain agreement with

experiments usually employ slightly larger values than those obtained within cRPA. This puzzle

has been recently solved [3, 4]: the key was found to lie in the frequency-dependence of the
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interactions leading to additional renormalisations of the one-body Hamiltonian. Indeed, as

can be seen from Eq. (2), W partial(ω) is a function of frequency, and so are matrix elements

derived from it, in particular its local part, the Hubbard U(ω). An example is given in Fig. 1.

The consequences of this dynamical nature of the effective interactions are the subject of the

following sections.

3 Dynamical screening effects: plasmons, spectral weight trans-

fers and electronic polarons

The explicit treatment of many-body problems with dynamical Hubbard interactions has by

now become possible even in the realistic multi-orbital case. This progress is due both to quite

impressive advances in Monte Carlo techniques and to the development of extremely accurate

efficient approximations, that reduce the problem to a static one, at least in the antiadiabatic

limit when the characteristic screening frequencies are much larger than other relevant energy

scales of the problem (bandwidth and static Hubbard interaction U(ω = 0)). Several applications

to materials have appeared, namely for SrVO3 in [4,9,22], and to BaFe2As2 in [5]. Alternatively

to a direct explicit treatment of the dynamical interactions, in the antiadiabatic limit a mapping

onto an effective low-energy model with static interactions can also be performed, if only low-

energy properties, living on energy scales considerably smaller than the plasma frequency, are

of interest [3]. This procedure is reviewed in Appendix A.

In the remainder of this section, we focus on the treatment of dynamical Hubbard interactions

within the “Bose factor ansatz” (BFA), which allows for a transparent physical interpretation of

the observed effects. Moreover, comparison of calculations for SrVO3 within the BFA in [4] and

within Monte Carlo in [22] demonstrate the impressive accuracy of this approach in the regime

relevant for real materials applications.

Extending the philosophy of the LDA+DMFT scheme to dynamically screened interactions

requires the use of a framework that allows for a description of an explicit frequency-dependence

of the interactions U(ω). One possibility is to switch from the Hamiltonian formulation of

the “LDA++” approach to an action description where the frequency-dependent nature of the

interaction is readily incorporated as a retardation in the interaction term

S = −
∫ β

0

∫ β

0
dτdτ ′U(τ − τ ′)n(τ)n(τ ′) (4)

where we have assumed that the retarded interaction couples only to the density n(τ). Alterna-

tively, it is possible to stick to a Hamiltonian formulation. In order to describe the retardation

effects in the interaction one then needs to introduce additional bosonic degrees of freedom

that parametrise the frequency-dependence of the interaction. Indeed, from a physical point of

view, screening can be understood as a coupling of the electrons to bosonic screening degrees of

freedom such as particle-hole excitations, plasmons or more complicated composite excitations

giving rise to shake-up satellites or similar features in spectroscopic probes. Mathematically, a

local retarded interaction can be represented by a set of bosonic modes of frequencies ω coupling

to the electronic density with strength λω. The total Hamiltonian

H = HLDA++ +Hscreening (5)
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is then composed by a part of “LDA++” form but with the local interactions given by the

unscreened local matrix elements of the bare Coulomb interactions V and the Hund’s exchange

coupling J (assumed not to be screened by the bosons and thus frequency-independent)

HLDA++ = HKS +
1

2

∑

imm′σ

V i
mm′nimσnim′−σ +

1

2

∑

im6=m′σ

(V i
mm′ − J i

mm′)nimσnim′σ (6)

and a screening part consisting of the local bosonic modes and their coupling to the electronic

density:

Hscreening =
∑

i

∫

dω
[

λiω(b
†
iω + biω)

∑

mσ

nimσ + ωb†iωbiω

]

.

Here, HKS represents a one-body Hamiltonian defined by the DFT Kohn-Sham band structure,

suitably corrected for double counting terms. As in standard LDA+DMFT, many-body inter-

actions are included for a selected set of local orbitals, assumed to be “correlated”. The sums

thus run over atomic sites i and correlated orbitals m centered on these sites.

Integrating out the bosonic degrees of freedom would lead back to a purely fermionic action with

retarded local interactions

U(ω) = V +

∫

dω′λ2
ω′

(

1

ω − ω′
− 1

ω + ω′

)

(7)

The above Hamiltonian thus yields a parametrisation of the problem with frequency-dependent

interactions provided that the parameters are chosen as ImU(ω) = πλ2
ω. The zero-frequency

(screened) limit is then given by U0 = V − 2
∫

dω λ2
ω

ω
.

The above form of the Hamiltonian corresponds to a multi-orbital multi-mode version of the fa-

miliar Hubbard-Holstein Hamiltonian describing a system of fermions coupled to bosonic modes.

The emergence of retarded interactions in the case of electron-phonon coupling has been investi-

gated in detail for its role in the BCS theory of pairing arising in conventional superconductors.

In the current situation where the bosons represent plasmons and other screening modes typical

energy scales are radically different, and the regime of importance is most often the antiadiabtic

one. Indeed, plasma frequencies of typical transition metal based materials – transition metals

themselves, their oxides, pnictides etc. – are of the order of 15 to 25 eV, whereas both the

typical bandwidth and static (ω = 0) Hubbard interaction are rather of the order of a few eV.

This hierarchy gives rise to a separation of energy scales that enables a simple and transparent

physical interpretation of the solution of the Hubbard-Holstein Hamiltonian.

We illustrate this fact on the most simple example, a half-filled single-orbital Hubbard-Holstein

model with a single local bosonic mode on a Bethe lattice with semi-circular density of states.

The frequency ω0 of the bosonic mode is chosen to be the largest energy scale of the problem so

that the chosen parameter set places the system deep in the antiadiabatic limit. The spectral

function in this case is plotted in Fig. 2. It corresponds to a sequence of features located

at energies that are positive or negative multiples of the plasma frequency. They correspond

to electron removal or addition processes where the (inverse) photoemission process itself is

accompanied by the creation or annihilation of a certain number of screening bosons. The low-

energy part of the spectral function, close to the Fermi level – chosen to be the origin of energies

– is given by electron removal or addition processes that do not change the number of screening
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Figure 2: Spectral function of the single-orbital single-mode Hubbard Holstein model in the

antiadiabatic limit. Replicae of the low-energy part of the spectral function due to plasmon

excitations are clearly seen. From [4].

bosons. In the present simple half-filled case in a moderate correlation regime, it displays a

“three-peak structure”, with a central quasi-particle peak and upper and lower Hubbard bands,

typical of correlated metals. Interestingly, however, even this part is modified by the coupling

to the bosons: indeed, since the full spectral function is normalised, spectral weight appearing

in plasmon replicae of the main line reduces the weight contained in the latter. The coupling

to the bosonic degrees of freedom thus leads to an additional mass renormalisation of the low-

energy fermionic degrees of freedom. This effect corresponds to the mass enhancement due

to the formation of “electronic polarons”, fermions dressed by their screening bosons just as

usual polarons can be understood as electrons dressed by the polarisation of the surrounding

lattice. In the case of core level spectroscopies, such effects have been extensively discussed,

and the electron-boson couplings above can be viewed as a local version of Hedin’s “fluctuation

potentials” (albeit, in the cRPA sense, that is parametrising not the fully screened interaction

W but rather the Hubbard U) [23].

When solving a many-body problem with static interactions – to simplify the notation we discuss

here the case of a single-orbital problem only – within DMFT, the central ingredient is the

solution of an effective local problem (“impurity problem”)

S = −
∫ ∫

dτdτ ′
∑

σ

c†σ(τ
′)(δ(τ − τ ′)∂τ −∆(τ − τ ′))cσ(τ) +

∫

dτUn↑n↓ (8)

with an effective local bath propagator G−1
0 (iωn) = iωn+µ−∆(iωn), the “dynamical mean field”.

The latter has to be determined through a self-consistency condition, expressing the translational

invariance of the solid and thus the equivalence of different atomic sites. For further details we

refer the interested reader to the many excellent reviews about DMFT. In the present context,

we restrict ourselves to a discussion of how the above construction is modified when dynamical

interactions are taken into account. What is the relevant impurity model if we want to solve a

lattice model with purely local but dynamical effective Hubbard interactions? The answer is a
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straightforward generalisation to frequency-dependent U(ω) of the above action:

S = −
∫ ∫

dτdτ ′
∑

σ

c†(τ ′)(δ(τ − τ ′)∂τ −∆(τ − τ ′))c(τ) +

∫ ∫

dτdτ ′U(τ − τ ′)n(τ)n(τ ′) (9)

where n(τ) = n↑(τ) + n↓(τ).

An extremely efficient scheme for the solution of this problem, suitable in the antiadiabatic

regime, is the recently introduced [4] “Boson factor ansatz” (BFA). It approximates the local

Green’s function of the dynamical impurity model as follows:

G(τ) = −〈T c(τ)c†(0)〉 =
(

G(τ)

Gstat(τ)

)

Gstat(τ) ∼
(

G(τ)

Gstat(τ)

) ∣

∣

∣

∣

∆=0

Gstat(τ) (10)

where Gstat is the Green’s function of a fully interacting impurity model with purely static

interaction U=U(ω = 0), and the first factor is approximated by its value for vanishing bath

hybridization ∆ [4]. In this case, it can be analytically evaluated in terms of the frequency-

dependent interaction:

B(τ) =

(

G(τ)

Gstat(τ)

)
∣

∣

∣

∣

∆=0

= e−
∫
∞

0
dω
π

ImU(ω)

ω2 (Kτ (ω)−K0(ω)) (11)

with Kτ (ω) =
exp(−τω)+exp(−(β−τ)ω)

1−exp(−βω) . In the regime that we are interested in, namely when the

plasma frequency that characterises the variation of U from the partially screened to the bare

value, is typically several times the bandwidth, this is an excellent approximation, as was checked

by benchmarks against direct Monte Carlo calculations in Ref. [4]. The reason can be understood

when considering the solution of the dynamical local model in the dynamical atomic limit ∆ = 0,

that is, when there are no hopping processes possible between the impurity site and the bath. In

this case the BFA trivially yields the exact the solution, and the factorisation can be understood

as a factorisation into a Green’s function determined by the static Fourier component of U
only and the exponential factor B which only depends on the non-zero frequency components

of U . The former fully determines the low-energy spectral function of the problem, while the

latter is responsible for generating high-energy replicae of the low-energy spectrum. For finite

bath hybridisation, the approximation consists in assuming that the factorisation still holds

and that the finite bath hybridisation modifies only the low-energy static-U Green’s function,

leaving the general structure of the plasmon replicae generation untouched. The approximation

thus relies on the energy scale separation between low-energy processes and plasmon energy; it

becomes trivially exact not only in the atomic limit but also in the static limit, given by small

electron-boson couplings or large plasmon energy.

The BFA lends a precise mathematical meaning to the physical discussion of the generation of

plasmon replicae. Indeed, the factorisation of the Green’s function corresponds in frequency

space to a convolution of the spectral representations of the low-energy Green’s function Gstatic

and the bosonic factor B. In terms of the spectral function Astat(ω) of the static Green’s function

Gstat(ω) and the (bosonic) spectral function B(ǫ) of the bosonic factor B(τ) defined above the

spectral function A(ω) of the full Green’s function G(τ) reads:

A(ω) =

∫ ∞

−∞
dǫ B(ǫ)

1 + e−βω

(1 + e−β(ǫ−ω))(1− e−βǫ)
Astat(ω − ǫ). (12)
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Figure 3: Spectral function of a low-energy (t2g-only) Hamiltonian within

“LDA+U(ω)+DMFTT” as compared to a standard LDA+DMFT calculation with static

interactions, see text. From [4].

In the case of a single mode of frequency ω0, the bosonic spectral function consists of sharp

peaks at energies given by that frequency, and the convolution generates replicae of the spectral

function Astat(ω) of the static part. Due to the overall normalisation of the spectral function, the

appearance of replicae satellites is necessarily accompanied by a transfer of spectral weight to

high-energies. This mechanism induces a corresponding loss of spectral weight in the low-energy

part of the spectral function. Indeed, it can be shown [3] that the spectral weight corresponding

to the low-energy part as defined by a projection on zero boson states is reduced by the factor

ZB = exp

(

−1/π

∫ ∞

0
dν ImU(ν)/ν2

)

. (13)

Estimates of ZB for typical transition metal oxides vary between 0.5 and 0.9, depending on

the energy scale of the plasma frequency and the efficiency of screening (as measured e.g. by

the difference between bare Coulomb interaction 〈| 1
|r−r′| |〉 = U(ω = ∞) and the static value

U(ω = 0)).

We reproduce in Fig.3 the low-energy spectral function of an “LDA+U(ω)+DMFT” calculation

for the d1 ternary transition metal perovskite SrVO3, demonstrating the reduction of spectral

weight compared to a static-U calculation [3]. It should be noted however, that the calculation

included the t2g states only. We will show below that the contribution of unoccupied eg states

dominates at energies as low as ∼ 2.5 eV. Also, non-local self-energy effects stemming from

screened exchange interactions are non-negligible in this compound and alter quite considerably

the unoccupied part of the t2g spectrum. We will come back to this point below, within the

discussion of fully dynamical GW+DMFT calculations for SrVO3 [9].

4 The Example of the Iron Pnictide BaFe2As2

As a non-trivial example for the generalised “LDA+U(ω)+DMFT” approach, we review calcu-

lations on the iron pnictide compound BaFe2As2. This materials is the prototypical compound

of the so-called “122-family” of iron pnictide superconductors. It exhibits superconductivity
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Figure 4: Frequency-dependent Hubbard interaction U(ω) for BaFe2As2: real and imaginary

parts as well as the mode distribution function ImU(ω)/ω2. From [5].

under pressure [54, 55] or hole- as well as electron-doping [56, 57]. Many experimental probes

including angle-resolved and angle-integrated photoemission spectroscopy [58–64], optics and

transport, Raman and neutron scattering and nuclear magnetic resonance have been employed

to characterise the electronic properties [65]. Experimental estimates of the (doping-dependent)

mass enhancements vary substantially with doping; literature values range from about 1.4 [66]

to 5, at least for the orbital pointing towards the As-sites [68]. The orbital character of the

Fermi surface pockets are still subject to debate, but there seems to emerge a consensus about

stronger correlation effects for holes than electrons.

The constrained RPA result for the average intra-orbital Coulomb repulsion U of BaFe2As2 is

shown in Fig. 4a. Here, U(ω) represents a partially screened Coulomb interaction for the Fe-d

states, which accounts for screening by all degrees of freedom except the Fe-d states themselves.

The real part ranges from the static value U0 ≡ ReU(ω = 0) = 3.6 eV to the bare interaction

V of about 20 eV at large ω. In this case, screening does not arise from a single well-defined

plasmon excitation. Instead, ImU(ω) is characterized by a broad structure beginning from a peak

at ∼ 26 eV and extending down to a few eV, implying that any plasmon excitations overlap

strongly with the one-particle excitations. We note moreover that the term “plasmon” is used

here a bit abusively for any bosonic excitation mode that screens the Coulomb interactions,

regardless of the precise nature (plasmon, particle-hole excitations or any other many-body

satellite feature).

In a standard DFT+DMFT calculation without dynamical effects, the relatively small value of
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Figure 5: Spectral function (3d-states only) of BaFe2As2 within LDA+U(ω)+DMFT, in com-

parison to standard LDA+DMFT and LDA, see text. From [5].

the interaction U0 would result in a rather weakly correlated picture. This is demonstrated in

Fig. 5, which presents the Fe-d spectral function obtained by using the static U0 in a standard

DFT+DMFT calculation. Interaction effects lead to a moderate renormalization of the Fe-d

states, with a mass enhancement of 1.6. Comparison to the DFT density of states shows that

the peaks at −3 eV and 1 eV are weakly renormalized band states. No Hubbard satellites or

other correlation features appear, in agreement with previous studies [26,72].

The function ImU(ω)
ω2 is plotted as the red dash-dotted line in Fig. 4. Besides a first peak at

3.8 eV, which comes from the rapid decay of ImU(ω) at small frequencies, there are prominent

peaks at 6.1 eV, 16 eV and 26 eV, as well as smaller features at 10 eV and 12 eV.

The sharp low-energy peak in the d-electron spectral function results in weak, but well-defined

satellites, as discussed above. The inset of Fig. 5 shows the high energy tail of the occupied

part of the spectrum, with arrows marking the most prominent satellites at −6.1 eV, −12 eV

and −16 eV. The observation of satellites at −6.5 eV and −12 eV was emphasized in the

photoemission study of Ding and collaborators [60]. While Ref. [27] confirms a hump in the

d-electron spectral function around −6.5 eV, these authors suggest that the feature at −12 eV

is an As-4s line. Our calculation suggests that a d-feature, originating from the structure

in the frequency dependent interaction, is superimposed to the As-4s spectral contribution.

The −16 eV feature is probably not visible in experiments, because it overlaps with Ba-5p

states, while a satellite which we predict at −3.8 eV is masked by structures arising from p-d
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hybridization.

A detailed analysis of the many-body self-energy revealed a further interesting aspect of this

compound, namely a pronounced “non-Fermi liquid” (incoherent) regime in the metallic phase

near optimal doping, characterised by square-root behavior of the self-energy. We refer the in-

terested reader to the original Ref. [5], where also implications for the doping and temperature

dependence of the low energy electronic structure, in comparison with angle-resolved photoe-

mission were discussed.

5 The combined “GW+DMFT” approach

The solution of the DMFT equations for a frequency-dependent (dynamical) Hubbard interac-

tion, is also a key step in the combined “GW+DMFT” method, as proposed in [6]. Indeed,

this scheme was proposed a few years ago, in order to avoid the ad hoc nature of the Hubbard

parameter and the double counting inherent to conventional combinations of dynamical mean

field theory with the LDA. Moreover, the theory provides momentum dependence to quantities

(such as the self-energy) that are local within pure DMFT.

The starting point is Hedin’s GW approximation (GWA) [23, 28], in which the self-energy of a

quantum many-body system is obtained from a convolution (or product) of the Green’s function

G with the screened Coulomb interaction W = ǫ−1V . The dielectric function ǫ, which screens

the bare Coulomb potential V , is – within a pure GW scheme – obtained from the random

phase approximation. The GW+DMFT scheme, as proposed in [29], combines the first prin-

ciples description of screening inherent in GW methods with the non-perturbative nature of

DMFT, where local quantities such as the local Green’s function are calculated to all orders in

the interaction from an effective reference system (“impurity model”)1. In DMFT, one imposes

a self-consistency condition for the one-particle Green’s function, namely, that its on–site pro-

jection equals the impurity Green’s function. In GW+DMFT, the self-consistency requirement

is generalized to encompass two-particle quantities as well, namely, the local projection of the

screened interaction is required to equal the impurity screened interaction. This in principle

promotes the Hubbard U from an adjustable parameter in DMFT techniques to a self-consistent

auxiliary function that incorporates long-range screening effects in an ab initio fashion. Indeed,

as already alluded to above and further elaborated upon in Sect. 7, not only higher energy

degrees of freedom can be downfolded into an effective dynamical interaction, but one can also

aim at incorporating non-local screening effects into an effective dynamical U(ω). The theory is

then free of any Hubbard parameter, and the interactions are directly determined from the full

long-range Coulomb interactions in the continuum.

From a formal point of view, the GW+DMFT method, as introduced in [6], corresponds to

a specific approximation to the correlation part of the free energy of a solid, expressed as a

functional of the Green’s function G and the screened Coulomb interaction W: the non-local part

is taken to be the first order term in W , while the local part is calculated from a local impurity

model as in (extended) dynamical mean field theory. This leads to a set of self-consistent

1The notion of locality refers to the use of a specific basis set of atom-centered orbitals, such as muffin-tin

orbitals, or atom-centered Wannier functions.
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equations for the Green’s function G, the screened Coulomb interaction W , the self-energy Σ

and the polarization P [30,31] (which are reviewed in Appendix B). Specifically, the self-energy is

obtained as Σ = Σlocal+ΣGW
non−local, where the local part Σlocal is derived from the impurity model.

In practice, however, the calculation of a self-energy for (rather delocalized) s- or p-orbitals has

never been performed within DMFT, and it appears to be more physical to approximate this

part also by a GW-like expression. For these reasons Ref. [9] proposed a practical scheme, in

which only the local part of the self-energy of the “correlated” orbitals is calculated from the

impurity model and all other local and non-local components are approximated by their first

order expressions in W .

6 From “LDA+U(ω)+DMFT” to “GW+DMFT”: the Example

of SrVO3

The very first dynamical (albeit not yet fully self-consistent) implementation of “GW+DMFT”

was achieved in 2012, and applied to the ternary transition metal oxide SrVO3 [9]. In this section,

we review the results of these calculations, before entering more in detail into questions of the

formalism and finally describing a – fully self-consistent – implementation in the single-orbital

case and its application to surface systems (see Section 8).

Our target material, SrVO3, has been thoroughly studied, both, experimentally and theoreti-

cally. It cristallizes in the cubic perovskite structure, splitting the V-d states into a threefold

degenerate t2g manifold, filled with one electron per V, and an empty eg doublet. It has been

characterized as a correlated metal with a quasiparticle renormalization of about 0.6 [32–34],

and a photoemission (Hubbard-) satellite at around -1.6 eV binding energy [35]. Inverse pho-

toemission has located the electron addition d1 → d2 peak at an energy of about 2.7 eV [35].

Figure (6) summarizes the LDA electronic structure: the O-p states disperse between -2 and -7

eV, separated from the t2g states whose bandwidth extends from -1 eV to 1.5 eV. While the t2g

and eg bands are well separated at every given k-point, the partial DOS slightly overlap, and the

eg states display a pronounced peak at 2.3 eV. Finally, peaks stemming from the Sr-d states are

located at 6.1 eV and 7.1 eV. We have superimposed to the LDA DOS the experimental PES and

BIS curves taken from [33,35]. The comparison reveals the main effects of electronic correlation

in this material: as expected on quite general grounds, LDA locates the filled O-p states at too

high and the empty Sr-d manifold at too low energies. The t2g manifold undergoes a strong

quasi-particle renormalization and a concomitant shift of spectral weight to the lower Hubbard

band, both of which are effects beyond the one-particle picture. The GW approximation (see

the spectral function in Fig.(7)) increases the O-p to Sr-d distance, placing both manifolds at

energies nearly in agreement with experiment 2. Most interestingly, however, a peak at 2.6 eV

emerges from the d-manifold, which we find to be of eg character. Indeed, the GW approximation

enhances the t2g-eg splitting and places the maximum of the eg spectral weight at the location of

the experimentally observed d1 → d2 addition peak. The panel also displays the GW partial t2g

contribution. These states show two interesting features: their width is narrowed from the LDA

2The persisting slight underestimation is expected, since the polarization function that determines W is cal-

culated using the bare t2g bands, whose itinerant character is largely overestimated by the LDA.
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Figure 6: Orbital-resolved LDA density of states, in comparison to experimental spectra from

photoemission (PES) [33,35] and inverse photoemission (BIS) [33]. From [9].

value by about 0.5 eV and satellite structures appear below and above the main quasiparticle

peak at ±3 eV, as well as above 15eV. The origin of these features was analysed in [9], where

it was argued that the peak at 15eV corresponds to the physical plasmon discussed in Section

2, while the lower energy satellites are spurious features due to the perturbative nature of the

GW approximation.

In the implementation of Ref. [9] the GW+DMFT equations were solved self-consistently only

at the DMFT level, that is for a fixed screened interaction (corresponding to the cRPA one) and

fixed non-local GW self-energies. However, the fully dynamical interactions were retained, and

the GW+DMFT equations solved within the BFA [4] reviewed above.
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Figure 7: Spectral function from GW and GW+DMFT in comparison to experiments. t2g

orbital contribution is resolved. The Fermi energy is set to zero. From Ref. [9].

The results for the spectrum of SrVO3 are plotted in Fig 7, which displays the local spectral

function. In Fig 8 we compare the momentum resolved GW+DMFT spectral function to pure

GW results as well as to the most recent angle resolved photoemission experiments (ARPES) [36].

The low-energy part of the spectral function is dominated by the t2g contribution, which is

profoundly modified within GW+DMFT compared to the pure GW spectrum. A renormalized
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quasi-particle band disperses around the Fermi level, with e.g. at Γ a sharp peak in the occupied

part of the spectrum at about -0.5 eV binding energy, corresponding to a strong renormalisation

of the LDA Kohn-Sham state that has, at this momentum, an energy of -1 eV. At the X-

point, the three t2g bands are no longer degenerate, and surprisingly weakly renormalized xz/yz

states are observed at 0.9 eV, while the yz band is located at nearly the same energy as at

the Γ point. This is in excellent agreement with experiments: In photoemission spectroscopy a

renormalized quasi-particle band structure is dispersing between the Γ and X points. At binding

energies of -1.6 eV a weakly dispersive Hubbard band forms, whose intensity varies significantly

as a function of momentum [34]. In the GW+DMFT spectral function, the Hubbard band is

observed at about -1.6 eV, and its k-dependent intensity variation is indeed quite strong. As

anticipated from the total spectral function discussed above, the GW spectrum also displays

a satellite structure, which is however of plasmonic origin, arising from the structure in ImW .

This is a well-known failure of the GWA, which has been analyzed in detail in [37]: the simple

form of the GW self-energy is not able to encode multiple satellites, and the single plasmon is

then located at a too high energy. The lower Hubbard band is absent in GW, as expected.

As discussed above, the low-energy features in W are absent from the dynamical Hubbard

interaction entering the combined GW and dynamical calculation, consistently with the fact

that the full GW+DMFT calculation does not show spurious features at 3 eV as does the GW.

The overall picture of the GW+DMFT spectra results in an occupied band structure that

resembles closely the dynamical mean field picture (see e.g. [38]) though the lower Hubbard band

is located slightly closer to the Fermi level, at about -1.6 eV, in agreement with experiments.

This improvement is an effect of the relatively smaller zero-frequency U value (3.6 eV) compared
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to parameters commonly used in standard LDA+DMFT calculations (around 4 to 5 eV). In the

latter, larger U values are required to match the experimentally observed mass enhancements,

thus necessarily placing the lower Hubbard band at energies slightly too far away from the Fermi

level. The dynamical screening, included in our calculations, results in additional spectral weight

transfers [3,4], thus yielding at the same time a good description of mass enhancements and the

Hubbard band.

In the unoccupied part of the spectrum non-local self-energy effects are larger. Interestingly,

our total spectral function, right panel of Fig.7, does not display a clearly separated Hubbard

band. The reason is visible from the k-resolved spectra: the upper Hubbard band is located at

around 2 eV, as expected from the location of the lower Hubbard band and the fact that their

separation is roughly given by the zero-frequency value of U (=3.6 eV). The peak around 2.7 eV

that appears in the inverse photoemission spectrum [35] – commonly interpreted as the upper

Hubbard band of t2g character in the DMFT literature – arises from eg states located in this

energy range. The non-local self-energy effects lead, in the unoccupied part of the spectrum,

to overlapping features from different k-points and the impression of an overall smearing out

of the total spectral function. From the k-resolved spectra, it is also clear that while non-local

self-energy effects stemming from the GW part have little influence on the occupied part of the

spectrum, they widen the bands in the unoccupied part substantially. A rough estimate of the

various renormalisation effects on the overall bandwidth leads to a – at first sight – astonishing

conclusion: effects of the dynamical tail of the Hubbard U have been estimated to roughly

lead to a band renormalisation of ZB ∼ 0.7 [3], and the renormalisation due to the static part

U(ω = 0) still adds to this. Nevertheless, the final position of the empty quasi-particle bands

after the GW+DMFT calculation nearly coincides with the initial LDA energies. This gives an

order of magnitude for the substantial widening of the band induced by nonlocal effects. The

picture is consistent with the observation of Refs. [39,40], that a purely local GW calculation in

fact leads to much stronger renormalisation effects than the full GW calculation, and the band

structure within the latter results from subtle cancelations of band narrowing due to the local

self-energy and widening due to its non-local parts. One could thus be tempted to conclude that

renormalisation effects due to local dynamical interactions and widening due to non-local self-

energies cancel, giving new justifications to combined LDA++ schemes with static interactions.

There are several reasons why this conclusion would be too quick: First, the widening effects

rather selectively act on the unoccupied band structure, since the exchange-correlation potential

of LDA is a much better approximation to the many-body self-energy for occupied states than

for empty ones. Second, the renormalisation effect due to dynamical interactions goes hand in

hand with a spectral weight loss at low-energies. These are barely observable in photoemission

spectroscopy since spectra are generally not measured in absolute units, and even then would

matrix element effects make a comparison of absolute normalisations intractable. Probes that

can assess absolute units, such as optical spectroscopy, however, can be expected to be sensitive

to such shifts of spectral weight.
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7 Generalised “downfolding” of long-range Coulomb interac-

tions: the combined “GW+DMFT” scheme from the “rep-

resentability point of view”

In calculations of the effective local Coulomb interactions within the constrained random phase

approximation the dynamical nature of the interaction is generally supposed to stem only from

the downfolding of higher-energy degrees of freedom3. It can then be directly assessed by a

cRPA construction of a dynamical lattice model. The construction of the impurity model serves

in this case merely as a tool to solve the dynamical lattice problem, with a fixed local dynamical

interaction that is assumed to be the local part of the cRPA one. The GW+DMFT formalism,

on the other hand, demonstrates that it is possible to adopt a more general point of view, that

also incorporates the contribution of nonlocal interactions and nonlocal screening effects in a

solid, giving rise to an additional frequency dependence of the effective local interaction. The

Hubbard interaction U in this case should no longer be interpreted as the local part of the physical

Coulomb interaction of a downfolded model, but as an effective quantity that incorporates both,

the effects of screening by downfolding and by representing a lattice model by a local model.

This perspective goes beyond the cRPA view of the problem, but can be consistently formulated

within extended DMFT [42–44] or GW+DMFT. Indeed, when implemented in a fully self-

consistent fashion, GW+DMFT provides a prescription on how to calculate both the one-particle

part of the Hamiltonian and the effective Hubbard interactions of a correlated material from

first principles. The idea is to calculate the nonlocal part not only of the self-energy but also of

the polarization to lowest order in the screened Coulomb interaction. These non-local quantities

are then combined with their local counterparts as calculated from a dynamical impurity model.

One thus represents two physical quantities, namely, the local Greens function G of the solid and

the local part of the fully screened Coulomb interaction W by a local model, defined by some

effective Weiss field G0 and the auxiliary Coulomb interaction U(ω). The latter is constructed

such that the solution of the impurity model yields the local part of W. This is akin in spirit

to other theories in solid state physics, where a physical quantity is represented by the self-

consistent solution of an effective auxiliary model, famous examples being density functional

theory or DMFT itself. In DFT, the physical density of a system is represented by an auxiliary

system in an effective one-particle (Kohn-Sham) potential; in DMFT, the local lattice Greens

function is constructed from an impurity model with an effective Weiss field or, equivalently,

a local self-energy. The auxiliary quantities such as the Kohn-Sham potential of DFT or the

impurity self-energy acquire the role of Lagrange multipliers fixing the density (in DFT) or

the local Greens function (in DMFT) to their physical values. In extended DMFT, a nonlocal

interaction in the original Hamiltonian gives rise to a dynamical impurity model representing

the physical quantities of the model, and it is the polarisation that takes over the role of the

corresponding Lagrange multiplier. This carries through to the combined GW+DMFT scheme

where the non-local polarisation moreover adds to the frequency-dependence of the effective

local interaction. The formalism of GW+DMFT, leading to a closed set of coupled equations

for the one- and two-particle quantities G, W , the one- and two-body self-energies Σ and P and

3See however the recent works aiming at the construction of an effective local Hubbard interaction to be used

within the DMFT context from a cRPA scheme where Plow is restricted to represent local screening only [41,119]
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the auxiliary quantities G0 and U(ω) is reviewd in Appendix B.

8 Exploring the Self-consistent “GW+DMFT” scheme: Sys-

tems of Adatoms on Semiconductor Surfaces

While the first dynamical implementation of GW+DMFT for a real material – the calculation

for SrVO3 reviewed above – was not yet fully self-consistent, the full self-consistent cycle has in

the meanwhile been explored on the example of a different class of materials: Systems of adatoms

on semiconducting surfaces, such as Si(111):X with X=Sn, C, Si, Pb, present the advantage that

their electronic structure is determined by a low-energy Hilbert space spanned by a single narrow

half-filled surface band, which lies – well-separated – in the gap of Si. Proposed early on [83] to

be good candidates for observing low dimensional correlated physics, these systems have for a

long time been considered to be realisations of the one-band Hubbard model on the triangular

lattice, and have been the subject of a variety of experimental ( [84–96]) and theoretical [97–109]

studies. Experimentally, the so-called α-phases show a remarkable variety of interesting physics

including commensurate charge density wave (CDW) states [87, 88, 90] and isostructural metal

to insulator transitions (MIT) [93].

In Ref. [10], a low-energy effective Hamiltonians for describing the surface state was derived ab

initio from density functional theory and the constrained random phase approximation (cRPA)

scheme [1] in the implementation of [2] (see also the extension to surface systems in [45]). The

results for the interaction parameters are given in Table 1. The local interactions vary from 1eV

to 1.4eV, depending on the adatom species. This is not only much larger than the bandwidths

(∼ 0.5eV) confirming indeed the importance of correlation effects for these systems. It is also

somewhat larger than what was previously assumed in model studies that treated the Hub-

bard interaction as adjustable parameter in order to fit experiments. Even more interestingly,

however, long-range interactions are large, with the interaction between electrons in Wannier

orbitals located on nearest neighbor atoms being about 50% of their onsite counterparts. The

relevant low-energy Hamiltonian is then a single-orbital Hubbard Hamiltonian, extended to

comprise the full tail of Coulomb interactions, where the value is reduced by screening but not

the range. We stress that all parameters entering these Hamiltonians are calculated from first

principles. Momentum-resolved spectral functions – to be compared to angle-resolved (inverse)

photoemission spectra – and the two particle charge susceptibility were then calculated within

the fully self-consistent GW+DMFT scheme applied to the lattice Hamiltonians. To this end,

the GW+DMFT implementation of [7, 8] was generalised to the case of realistic Hamiltonians

and long-range interactions using an Ewald technique.

Fig. 10 reproduces the momentum-resolved spectral functions for all compounds of the series:

As expected from the large onsite interactions compared to the bandwidth we obtain insulating

spectra for all four compounds. Interestingly, however, for the Pb compound two stable solutions

– one metallic, one insulating – were found at the temperature of our study (T = 116K), stressing

the proximity of this system to the metal-insulator transition (and charge order instabilities, as

born out of an analysis of the charge-charge correlation function plotted in Fig. 11).

In the context of the present review focusing on dynamical screening effects, the most interesting
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Table 1: Values of the static (partially) screened interactions (U0 = U(iν = 0)) for on- and

intersite nearest neighbor (nn) interaction parameters as determined from cRPA for use as bare

interactions within the Hilbert space of the single surface band. Also reported are the values

of the static self-consistent UGW+DMFT
ω=0 , incorporating non-local screening processes through

the GW+DMFT “spatial downfolding” procedure. These values should be compared to the

energy-scale of the Hubbard-gap in the spectral function, see text.

C Si Sn Pb

bandwidth [meV]

U0 1.4 1.1 1.0 0.9 [eV]

U1 0.5 0.5 0.5 0.5 [eV]

U2 0.28 0.28 0.28 0.28 [eV]
...

Un U1/ra

UGW+DMFT
ω=0 1.3 0.94 0.84 0.67(ins.) [eV]

0.54(met.) [eV]

observation is however obtained from an analysis of the spectral functions: The insulating state

is formed, as expected, from a splitting of the single half-filled surface band into upper and lower

Hubbard bands. The energetic separation of the Hubbard bands is – in the single orbital case

– a direct measure of the effective local Coulomb interaction. However, this energy is no longer

set by the effective local Hubbard U0 discussed above. Indeed, non-local screening processes –

included within the GW+DMFT scheme through the self-consistency over two-particle quantities

– lead to a reduction of the Hubbard interaction to a smaller value UGW+DMFT (ω = 0).The

frequency-dependent UGW+DMFT (ω) obtained within GW+DMFT for all four systems is plotted

in Fig.11. The shape of this quantity is reminiscent of screened interactions, as calculated, e.g.,

within the cRPA [1], where retardation effects result from downfolding of high-energy degrees of

freedom. The GW+DMFT UGW+DMFT(ω) can be viewed as an effective interaction, where the

dynamical character results from downfolding non-local degrees of freedom into a local quantity.

At large frequencies, screening is not efficient and, hence, UGW+DMFT(ω = ∞) = U0. On the

other hand, the static value UGW+DMFT(ω = 0) can be significantly reduced (up to nearly a

factor of 2 for Si(111):Pb). The transition between the unscreened high frequency behavior

and the static value takes place at an energy scale ω0 (plasmonic frequency) characteristic of

the non-local charge fluctuations. The last line in Table 1 summarises the static values of the

effective UGW+DMFT (ω = 0). These values are to be compared with the energetic separation

of upper and lower Hubbard band, that is, the insulating gap. An estimate from the center

of mass of the Hubbard bands yields values of 1.3eV for Si(111):C, 0.8eV Si(111):Si, 0.7eV

Si(111):Sn, and 0.5eV for the insulating solution of Si(111):Pb. These values are – for the

experimentally investigated systems, and in particular Si:Sn which is the most studied one – in

excellent agreement with experimental results.

Interestingly, the behavior of the dynamical interactions is strikingly different between the dif-
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ferent systems: U(ω) in Si(111):C [Si(111):Si] is [nearly] unaffected by non-local interactions

and there is barely any screening. For Si(111):Sn and Si(111):Pb, however, the static values

UGW+DMFT(ω = 0) are substantially reduced compared to the onsite interaction: to 0.84eV

for Si(111):Sn and to 0.67eV (0.54eV) for the insulating (metallic) solution for Si(111):Pb.

Plasmonic resonances at energies between 0.6eV and 0.8eV stress the importance of non-local

interactions/charge-fluctuations for these systems. It was proposed recently [115] that the effect

of intersite interactions in extended Hubbard models for surface systems could simply be de-

scribed by a reduction of the onsite interaction by the value of the nearest-neighbor one. While

full GW+DMFT calculations for an extended Hubbard model with on- and intersite interac-

tions only [7] indeed confirm the validity of this simple rule of thumb, the present more realistic

series demonstrates that this procedure would lead to a large underestimation of the local in-

teractions, when truly long-range interactions are present in the original Hamiltonian. In these

cases, the efficiency of the non-local interaction in screening the local ones seems to depend quite

significantly on the long-range interactions and/or the underlying one-particle band structure.

9 Perspectives

From a technical point of view, fully dynamical GW+DMFT calculations remain a challenge,

even nowadays, and full self-consistency could at present be achieved only for the surface system

thanks to the simplifications that come along with a single orbital description. Self-consistent
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Figure 10: Momentum-resolved spectral function at T = 116K of Si(111):X with X=Sn, Si, C,

Pb obtained by analytical continuation of GW+DMFT imaginary time data. The Fermi energy

is set to εF = 0 and indicated by the white dashed line. From Ref. [10]

GW+DMFT calculations for realistic multi-orbital systems are thus an important goal for fu-

ture work. In this context, the orbital-separated scheme proposed in the application to SrVO3

reviewed above, where only a subset of low-energy states is treated within DMFT presents ap-

pealing features. For late transition metal oxides, and in particular charge-transfer systems,

interactions between the correlated shell and the ligand electrons are likely to be important for

an accurate estimation of the charge transfer energy and thus the whole electronic structure,

and exploring the performance of the GW+DMFT scheme in this context is an interesting open

problem. One could still expect a perturbative treatment of the intershell interactions to be suf-

ficient, so that explicitly including an intershell self-energy Σpd from GW in the orbital-separated

scheme discussed above seems a promising way.

At the same time, it would be most interesting if it was possible to set up simpler schemes that

could – at least approximately – reproduce the results of the full GW+DMFT calculations. Two

routes could be pursued:
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Figure 11: Left hand side: Frequency dependent UGW+DMFT(ω) for all compounds including

both, insulating and metallic cases for the Pb sytsem. Right hand side: Imaginargy part of the

charge-charge susceptibility along the usual path in the Brillouin zone. From Ref. [10]

• At the GW level, is it possible to avoid full GW calculations, and to base the combination

with DMFT on a quasi-particle self-consistent GW (qsGW) scheme, for example the one

by Kotani and Schilfgaarde [46] ?

• At the DMFT level, is it possible to avoid the solution of a local problem with frequency-

dependent interaction, replacing it by a problem with static U ?

Recent work provided important insights into the first question [40, 124]. Ref. [40] argued that

at least for certain classes of materials – the authors investigated iron pnictide compounds –

nonlocal and dynamic contributions to the many-body self-energy are mostly separable, so that

a purely local self-energy correction to a – in some sense – optimized one-particle band structure

would be sufficient for an accurate description. The authors thus proposed a combination of

quasi-particle self-consistent GW [46] with DMFT. Tests along these lines – although without

attempting to avoid double counting of the local self-energies (see below) and based on a one-shot

GW calculation – were performed in [124] for SrVO3.

A subtle issue arises from the necessity of avoiding double counting of the local part of the GW

self-energy, when “quasi-particlising” the GW calculations. Indeed, only the nonlocal part of the

GW self-energy enters the combined GW+DMFT self-energy, which means that when a qsGW

scheme is employed the local part ΣGWlocal(ω) =
∑

k′ GW has to be be explicitly substracted.

This is not entirely trivial, since this term acquires both k- and state-dependence through the

“quasi-particlisation” of its original frequency-dependence. Indeed, the correction acting on a

quasi-particle state ǫkn reads ΣGWlocal(ω = ǫkn). This term is responsible for the widening of

the unoccupied bands discussed above (see Sect. 6) and can thus by no means be considered

as negligible. The implementation of efficient yet double-counting-free qsGW+DMFT schemes

remains therefore an important open challenge.

An optimistic answer can be given to the second question, concerning the need of using frequency-

dependent interactions, at least when only the very low-energy electronic structure is of interest.
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Indeed, the same trick as discussed above for reducing dynamical Hubbard models to static ones

at the price of a renormalisation of the one-body part of the Hamiltonian can be applied also to

a GW calculation corrected for its local term (“non-local GW”), “quasi-particlised” or not. On

the other hand, the gain in computational cost obtained by this procedure is not tremendous in

this case, since at least within the BFA the solution of a dynamical local model can anyhow be

achieved at the cost of the solution of the corresponding static model.

Finally, the GW+DMFT construction also introduces some non-locality into the otherwise

purely local self-energy (and polarisation) of (extended) DMFT. The first realistic GW+DMFT

calculations for SrVO3 have evidenced a crucial effect of this non-local self-energy on the un-

occupied part of the Kohn-Sham band structure. A widening of the band due to the exchange

interaction, which – for the empty states – is not well described by the Kohn-Sham potential

leads to a substantial reinterpretation of the electronic structure. Nevertheless, this correction

is essentially static and given by the Fock exchange, the truly frequency-dependent non-local

part of the self-energy correction is small. A recent systematic study on the two-dimensional

extended Hubbard model [7] has in fact shown that unless considering a system close to the

charge-ordering transition, these non-local self-energy effects are tiny. To capture the strong k-

dependence of the self-energies in the immediate vicinity of the Mott transition, experimentally

observed e.g. in the form of highly k-dependent variations of the effective masses in doped Mott

insulators, extending GW+DMFT to include not only fluctuations in the charge but also in the

spin channel seems necessary. This is yet another promising topic for future work.

10 Conclusions

We have reviewed a series of recent papers dealing with dynamical screening of the Coulomb

interactions in materials with correlated electrons. Quite generally, dynamically screened inter-

actions arise as a “representative” within a restricted subspace of the full long-range Coulomb

interactions in the original Hilbert space. In practice, it appears to be useful to disentangle

two different mechanisms: (1) screening by high-energy degrees of freedom, when the original

Coulomb Hamiltonian is downfolded to a low-energy effective Hamiltonian, (2) screening by non-

local degrees of freedom, when a Hamiltonian with long-range interaction is backfolded into one

with purely local interactions. The cRPA provides a simple and transparent description of the

first mechanism, and the energetic separation of the different degrees of freedom can probably

in many cases justify the neglect of vertex corrections. This is less obvious in the case of spatial

downfolding, where both “backfolded” and retained degrees of freedom live on the same energy

scales. The GW+DMFT scheme provides an elegant construction of effective local interactions,

while including a local vertex in a non-perturbative manner.

This review has discussed the effects of dynamical interactions, specifically on the examples

of the ternary transition metal compound SrVO3 and the iron pnictide BaFe2As2. It was ar-

gued that the dynamical nature of the Hubbard interaction leads to many-body satellites in the

spectral function (corresponding to plasmons, particle-hole excitations or more general bosonic

excitations), and that the corresponding transfer of spectral weight leads to additional renor-

malisations in the low-energy electronic structure.

44



For SrVO3, which was the first compound treated within GW+DMFT in a fully dynamical (al-

beit not fully selfconsistent) manner, the non-local self-energy effects introduced by this scheme

moreover lead to profound modifications of the unoccupied spectra, as compared to simple

LDA+DMFT calculations. In particular, the peak at 2.7 eV seen in inverse photoemission ex-

periments was identified as an eg feature, while the energy scale of the upper Hubbard (∼ 2

eV) makes this feature hard to separate from the quite dispersive unoccupied t2g band states.

These findings require a reinterpretation of early LDA+DMFT calculations using a t2g-model

for this compound, where the peak at 2.7 eV was commonly interpreted as an upper Hubbard

band of t2g character. They do reconcile however DMFT-based electronic structure calculations

with cluster model calculations for SrVO3 [47]. The results are furthermore encouraging, since

this first benchmark on SrVO3 confirms the ability of the GW+DMFT approach to describe

simultaneously Hubbard bands, higher energy satellite structures and corrected energy gaps, in

an ab initio fashion. Quite generally, materials with a “double LDA failure”, an inappropriate

description of correlated states, and deficiencies of LDA for the more itinerant states, such as

an underestimated “pd-gap”, can be treated within this scheme.

Finally, we have reviewed an illustrative example of spatial downfolding within the self-consistent

GW+DMFT scheme for the low-energy electronic structure of two-dimensional systems of atoms

adsorbed on the Si(111) surface. Here, the frequency-dependence of the interactions stemming

from downfolding higher energy degrees of freedom is weak (and thus neglected), but non-local

screening leads to (system-dependent) reductions of the effective local interaction of up to nearly

50%.
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Appendix A: Effective low-energy Hamiltonian incorporating renor-

malisations due to dynamical screening – the electronic polaron

It has been discussed above how dynamical Hubbard interactions can be incorporated into the

many-body description by LDA+DMFT, and that they are an integral part of the combined
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GW+DMFT scheme. As seen on the above examples, even if the characteristic screening fre-

quency (plasma frequency) is much larger than other relevant low-energy energy scales of the

system (bandwidth and static Hubbard U), dynamical screening leads to substantial renormal-

isations of the low-energy electronic structure. One can thus ask the question if in this antia-

diabatic limit it is possible to construct a low-energy effective Hamiltonian with static Hubbard

interactions that reproduces the spectral properties of the dynamical problem in a low-energy

window around the Fermi energy.

The answer is yes, and has been worked out explicitly in [3], where it was shown that in the

antiadiabatic limit the dynamical effect of the interaction can be captured by a simple rescaling

procedure of the one-particle part of the Hamiltonian. In the case of an Hamiltonian containing

only low-energy degrees of freedom treated as “correlated”, the effect amounts to a simple scaling

factor on the one-particle part of the Hamiltonian which is multiplied by (13). The derivation of

this result is given in [3], and relies on a Lang-Firsov transformation to a polaronic Hamiltonian,

where the coupling of electrons and plasmons (or bosonic particle-hole excitations) is eliminated

at the price of passing to more complex (polaronic) degrees of freedom and then projecting onto

the low-energy space containing no plasmon- or particle-hole contributions.

The final result is a downfolded many-body Hamiltonian that has the form of an extended

Hubbard model, where the one-particle hoppings have been renormalised (for simplicity we only

give here the single-orbital case, but the generalisation to multi-orbital systems, also in the

presence of further uncorrelated orbitals was given in [3]):

Ĥ = ZB

∑

ijσ

tij

(

ĉ†iσ ĉjσ + h.c.
)

+Hint[U(ω = 0)] (14)

Here, ĉ†iσ(ĉiσ) creates (annihilates) an electron with spin σ at lattice site i; tij is the hopping

amplitude between the Wannier orbitals on lattice sites i and j, and Hint[U ] U(ω = 0)] is the

interaction term of (extended) Hubbard form (in the multi-orbital case possibly including Hund’s

rule coupling etc.). The resulting prescription is thus rather simple:

• the one-particle part stems from a one-particle-downfolding procedure, supplemented by

a rescaling by ZB.

• the interaction is the zero-frequency limit of the dynamical Hubbard U (as e.g. calculated

within the cRPA). In the one-orbital case, this is simply the matrix element

U = 〈φRφR|W rest(0)|φRφR〉. (15)

The problem with dynamical interactions can thus be mapped back again onto a static problem,

but with renormalised fermions, corresponding to the mass enhancement due to the coupling

to the bosonic degrees of freedom. In analogy to the electron-phonon coupling problem, the

resulting fermionic charge carriers of enhanced mass – electrons dressed by screening bosons

(plasmons or particle-hole excitations) – are called “electronic polarons” [3, 28].
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Appendix B: Derivation of GW+DMFT from a Free Energy

Functional

In this Appendix we review the derivation of the GW+DMFT scheme from a functional point

of view. The discussion follows closely the original derivation in [6].

As noted in [48, 49], the free energy of a solid can be viewed as a functional Γ[G,W ] of the

Green’s function G and the screened Coulomb interaction W . The functional Γ can trivially

be split into a Hartree part ΓH and a many body correction Ψ, which contains all corrections

beyond the Hartree approximation : Γ = ΓH +Ψ. The Hartree part can be given in the form

ΓH [G,W ] = Tr lnG− Tr[(GH
−1 −G−1)G]

− 1

2
Tr lnW +

1

2
Tr[(Vq

−1 −W−1)W ] (16)

The Ψ-functional is the sum of all skeleton diagrams that are irreducible with respect to both,

one-electron propagator and interaction lines. Ψ[G,W ] has the following properties:

δΨ

δG
= Σxc

δΨ

δW
= P. (17)

The Ψ functional was first derived in [48]. A detailed discussion in the context of extended

DMFT can be found in [49].

The GW approximation consists in retaining the first order term in the screened interaction W

only, thus approximating the Ψ-functional by

Ψ[G,W ] = −1

2
Tr(GWG). (18)

We then find trivially

Σ =
δΨ

δG
= −GW (19)

P =
δΨ

δW
= GG. (20)

Extended DMFT, on the other hand, would calculate all quantities derived from this function

from a local impurity model, that is, one can formally write

Ψ = Ψimp[G
RR,WRR]. (21)

In [6], an approximation to the Ψ functional was constructed that corresponds to the combined

GW+DMFT scheme. It approximates the Ψ functional as a direct combination of local and

non-local parts from GW and extended DMFT respectively:

Ψ = Ψnon−loc
GW [GRR′

,WRR′

] + Ψimp[G
RR,WRR] (22)

47



More explicitly, the non-local part of the GW+DMFT Ψ-functional is given by

Ψnon−loc
GW [GRR′

,WRR′

] = ΨGW [GRR′

,WRR′

]−Ψloc
GW [GRR′

,WRR′

] (23)

while the local part is taken to be an impurity model Ψ functional. Following (extended) DMFT,

this onsite part of the functional is generated from a local quantum impurity problem (defined on

a single atomic site). The expression for its free energy functional Γimp[Gimp,Wimp] is analogous

to (16) with G replacing GH and U replacing V :

Γimp[Gimp,Wimp] = Tr lnGimp − Tr[(G−1 −G−1
imp)Gimp]

− 1

2
Tr lnWimp +

1

2
Tr[(U−1 −W−1

imp)Wimp]

+ Ψimp[Gimp,Wimp] (24)

The impurity quantities Gimp,Wimp can thus be calculated from the effective action:

S =

∫

dτdτ ′
[

−
∑

c†L(τ)G−1
LL′(τ − τ ′)cL′(τ ′) (25)

+
1

2

∑

: c†L1
(τ)cL2(τ) : UL1L2L3L4(τ − τ ′) : c†L3

(τ ′)cL4(τ
′) :

]

where the sums run over all orbital indices L. In this expression, c†L is a creation operator

associated with orbital L on a given sphere, and the double dots denote normal ordering (taking

care of Hartree terms).

The construction (22) of the Ψ-functional is the only ad hoc assumption in the GW+DMFT

approach. The explicit form of the GW+DMFT equations follows then directly from the func-

tional relations between the free energy, the Green’s function, the screened Coulomb interaction

etc. Taking derivatives of (22) as in (17) it is seen that the complete self-energy and polarization

operators read:

Σxc(k, iωn)LL′ = Σxc
GW (k, iωn)LL′ (26)

−
∑

k

Σxc
GW (k, iωn)LL′ + [Σxc

imp(iωn)]LL′

P (q, iνn)αβ = PGW (q, iνn)αβ (27)

−
∑

q

PGW (q, iνn)αβ + P imp(iνn)αβ

The meaning of (26) is transparent: the off-site part of the self-energy is taken from the GW

approximation, whereas the onsite part is calculated to all orders from the dynamical impurity

model. This treatment thus goes beyond usual E-DMFT, where the lattice self-energy and

polarization are just taken to be their impurity counterparts. The second term in (26) substracts

the onsite component of the GW self-energy thus avoiding double counting. At self-consistency

this term can be rewritten as:
∑

k

Σxc
GW (τ)LL′ = −

∑

L1L
′

1

W imp

LL1L′L′

1
(τ)GL′

1L1
(τ) (28)

so that it precisely substracts the contribution of the GW diagram to the impurity self-energy.

Similar considerations apply to the polarization operator.

We now outline the iterative loop which determines G and U self-consistently (and, eventually,

the full self-energy and polarization operator):
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• The impurity problem (25) is solved, for a given choice of GLL′ and Uαβ: the “impurity”

Green’s function

GLL′

imp ≡ −〈TτcL(τ)c
+
L′(τ

′)〉S (29)

is calculated, together with the impurity self-energy

Σxc
imp ≡ δΨimp/δGimp = G−1 −G−1

imp. (30)

The two-particle correlation function

χL1L2L3L4 = 〈: c†L1
(τ)cL2(τ) :: c

†
L3
(τ ′)cL4(τ

′) :〉S (31)

must also be evaluated.

• The impurity effective interaction is constructed as follows:

Wαβ
imp = Uαβ −

∑

L1···L4

∑

γδ

UαγO
γ
L1L2

χL1L2L3L4 [O
δ
L3L4

]∗Uδβ (32)

whereOα
L1L2

≡ 〈φL1φL2 |Bα〉 is the overlap matrix between two-particle states and products

of one-particle basis functions. The polarization operator of the impurity problem is then

obtained as:

Pimp ≡ −2δΨimp/δWimp = U−1 −W−1
imp, (33)

where all matrix inversions are performed in the two-particle basis Bα (see the discussion

in [30,31]).

• From Eqs. (26) and (27) the full k-dependent Green’s function G(k, iωn) and effective

interaction W (q, iνn) can be constructed. The self-consistency condition is obtained, as

in the usual DMFT context, by requiring that the onsite components of these quantities

coincide with Gimp and Wimp. In practice, this is done by computing the onsite quantities

Gloc(iωn) =
∑

k

[GH
−1(k, iωn)− Σxc(k, iωn)]

−1 (34)

Wloc(iνn) =
∑

q

[V −1
q − P (q, iνn)]

−1 (35)

and using them to update the Weiss dynamical mean field G and the impurity model

interaction U according to:

G−1 = G−1
loc +Σimp (36)

U−1 = W−1
loc + Pimp (37)

The set of equations (28) to (36) is iterated until self-consistency.
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